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A system is a collection of objects arranged in an orderly fashion, which is goal-oriented. The system is also
referred to as the plant, or process. Examples of systems — industrial robot, car, power turbine, induction furnace,
motor, but also human body, corporation, and traffic flow. Systems differ from objects (such as tools) in that

they have a certain level of complexity and a power source.

Control is used whenever some quantity, such as temperature, altitude or speed, must be made to behave in
some desirable way over time. For example, control methods are used to make sure that the temperature in our
homes stays within acceptable levels in both winter and summer; so that airplanes maintain desired heading,
speed and altitude; and so that automobile emissions meet specifications.

1| Introduction
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Preface

Consider a closed loop control system working in a unit feedback configuration under Proportional Control,
where the process transfer function is described as follows:

— 10
G(s) = (512)2(s110)
Part 1. Sketch the root locus plot and calculate all relevant coordinates, such as the crossovers through the
Imaginary Axis, the break-away, the centroid and the asymptotic angles.

Part 2. Determine the value of the Operational Gain (Kop) such that the closed loop step response will have
a Percent Overshoot of 5%. For the computed value of the Operational Gain, KO , answer these questions: 1)
What will be the steady state error, in %, of the closed loop step response? 2) What will be the Settling Time,
Tsettle(§2%) of the closed loop step response? 3) What will be the system Gain Margin?
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1.1 Definitions: System and Control

A system is a collection of objects arranged in an orderly fashion, which is goal-oriented. The system is also
referred to as the plant, or process. Examples of systems — industrial robot, car, power turbine, induction furnace,
motor, but also human body, corporation, and traffic flow. Systems differ from objects (such as tools) in that
they have a certain level of complexity and a power source.

Control is used whenever some quantity, such as temperature, altitude or speed, must be made to behave in
some desirable way over time. For example, control methods are used to make sure that the temperature in our
homes stays within acceptable levels in both winter and summer; so that airplanes maintain desired heading,
speed and altitude; and so that automobile emissions meet specifications.
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1.2 Types of Control Actions

Note that examples shown here are from Online Control Systems Tutorials (accessible from a Ryerson DMP
website at:  http:/ryecast.ryerson.ca/flashcom/applications/controlsys/) that provide illustrations and
visualization of basic concepts of Control through streamed video, animations and interactive, self-scoring
quizzes.

CONTROL SYSTEMS TUTORIALS

TUTORIALS

Select one of the tutorals listed o the
left 1o begin. Each tutorial begins
with an introduction and continues
with more in-depth topics.

ACKNOWLEDGMENTS
For more information about the

development of this project, click on
the buttons below.

Authors () () pMP

SELECT A TUTORIAL TOPIC ABOVE Quanier @ @ CLOE

!nu Ryersen University ‘Web Mode Model: KE-2200 g J

Figure 1-1: Online Tutorials

1.2.1 Basic Concepts of Feedback

Diagram below represents basic feedback loop configuration that we will be studying in this course. See more
introductory information in the Tutorials online in the section on Basic Introduction to Control Systems.
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http://ryecast.ryerson.ca/flashcom/applications/controlsys/

Reference Y
(Target Value) >
Output
Actual Value of
Controller & Process Controlled Variable
(Outcome)

Feedback

Figure 1-2: Diagram showing feedback

Question: In common sense of the word, positive feedback is good, negative feedback is bad. Would that work
for a control system? If yes, why? If no, why? Give examples of positive and negative feedback in real life systems.

1.2.2 Math of the Basic Feedback Loop

Consider the basic negative feedback loop in Figure 1-3. Derive the Input-Output relationship for this loop,
describing the closed loop gain of this system:

‘0 G

L

/s §

Figure 1-3: Basic Negative Feedback Loop

HINT: Consider these basic blocks and the equations they represent.
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Y=F-G

B=Y-H

1.2.3 Positive Feedback

Positive feedback leads to instability. Example — putting a powered mike in front of a speaker.

+_: G :

H

Figure 1-4: Positive Feedback Loop

1.2.4 Open Loop Control — No Disturbance Present

Consider an example in the Tutorials online in the section on Basic Introduction to Control Systems — car driving
with no feedback. Let us look at two cases:

No disturbance - flat road
Disturbance - road grade

Case #1- No Disturbance Present

9 | 1.2 Types of Control Actions
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Figure 1-5: Open Loop Control Example

47 Visualization
- .‘@ of Target Value

Reference Y Error E

(Target Value) R e _’O_b__ T

Output

Actual Value of
Controlled Variable
(Outcome)

Controller & Process

No Feedback
System Error: E=R-Y
Under controlled
conditions, R=Y;E=0

Figure 1-6: Open Loop Control

Examples of a Simple Open Loop Control:

Lights On/Lights Off

Toaster

Electric Screwdriver
Programmable Logic Controller

1.2 Types of Control Actions | 10



1.2.5 Open Loop Control — Disturbance Present
Case # 2 — Disturbance Present

Imagine now driving a car at an intended constant speed (e.g. 100 km/hr) - to achieve that, you press the gas
pedal up to a certain throttle opening. Suddenly the road grade changes — a disturbance occurs. If driven with
the same throttle opening, the car will slow down. Conclusion — Open Loop Control cannot handle uncertainty
(disturbance).

Figure 1-7: Disturbance in Open Loop Control System

1 | 1.2 Types of Control Actions



* Disturbance D
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. Erl:'opru E Disturbance D
(Obstacle) R\ "‘QE) Visualization
' of Target Value
Reference R Y Error E
(Target Value) M Proc. |-
Output
Actual Value of
Controller & Process Controlled Variable
(Outcome)
No Feedback

SystemError: E=R-Y
What happens to Error
now?

Figure 1-8 Open Loop Control in Presence of Disturbance

1.2.6 Closed Loop Control

controller  system

feedback

Figure 1-9 Closed Loop Control Example

Feedback (Closed Loop) Control can handle uncertainty (both disturbance and parameter drift).
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now?

Figure 1-10 Closed Loop Control in Presence of Disturbance

Feedback reduces System Error (i.e. difference between Reference and Output) and can minimize the effect
Disturbance has on the Output - this action is referred to as Disturbance Rejection.

Examples of Closed Loop Control:

Human Only: walking, sweating (temperature regulation), skateboarding etc.

Human-in-the-Loop: driving a car (or any other vehicle), adjusting temperature of water in the shower;
manual adjustment of settings for a device (e.g. valve, furnace, etc.)

Automatic Feedback: thermostat heater, any industrial or non-industrial autonomous robot, cruise control
in a car, “smart” prosthetics (biofeedback), Dean Kamen's wheel-chair that can climb stairs; gap control in
mag-lev (magnetic levitation) system in super-fast trains, balancing of a Segway device, etc.

Systems can have Human-in-the-Loop and Automatic Control at the same time. Example: operating the
Segway — at one level, automatic control system makes sure that the device is balanced in an upright position,
on another level, human operator makes control decisions about direction and speed of travel.

1.2.7 Summary

Open Loop Control:
OK in predictable environments & uncomplicated tasks
Limitation: Vulnerable to unpredictability (Disturbance)

Result: Errors occur

Closed Loop Control:

13 | 1.2 Types of Control Actions



Robust performance — excellent handling of unpredictability (Disturbance);
Result: Error reduced or eliminated,;
Limitation: complexity & cost; instability may occur

Differences:

Open Loop - no attempt to verify the outcome, no feedback, no correction
Closed Loop - outcome assessed, feedback provided, corrective action taken

Similarities:

Both have power source and a certain level of complexity
Both perform useful tasks.

1.2 Types of Control Actions | 14



1.3 Control Objectives

Implicit objective and First Priority: no damage, safety considerations - i.e.
Once the system is stable, then what?
Explicit objectives:

o Tracking

m |n steady state
m [ntransient state
o Disturbance Rejection.

Tracking: The objective is to force the process output to follow, or track, a desired reference signal. We wiill
concentrate on Steady State Tracking of steps, ramps, and slowly time varying signals as well as on Transient
Tracking — we will focus on one particular type of response — Step (i.e. response to a step reference), because of
its discontinuity. It is a very harsh input to a system and all dynamic limitations of the system will be laid bare by
it.

Special case of Tracking - REGULATION: the reference signal is constant (can be zero). Control objective focuses
on maintaining Steady State, regardless of possible Disturbance and/or Parameter Shift.

Disturbance Rejection: The objective is to make sure that the process output follows, or tracks, a desired
reference signal, despite of any unwanted additional inputs, i.e. disturbances.

Question: What is noise, as opposed to disturbance? Can you give examples of noise in context of control
systems?

1.3.1 Control Methodology

Control objectives must be achieved within:

Established measures of system performance
Practical limitations imposed by the equipment

15 | 1.3 Control Objectives
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Design Specs
Implementation
Physical Aspects Conceptual Aspects

Figure 1-11 Methodology of Control
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1.4 Laplace Transforms

Self-Study: Review your ELES532 Notes and other resources. You can also refer to the review material on the

course website.

1.4.1 Definitions

F(s) = LIf(t)] = [ f(t)e 't
f(t) = L7YHF(s)] = 5= [77°° F(s)etds

~ 215 Jo—joo
1.4.1.1 Final Value Theorem
fss = limy_y00 f(t) = limg_yg SF(s)
1.4.1.2 Initial Value Theorem

fo=Tlim¢ 04 f(t) = limsy00 sF(5)

1.4.1.3 Properties of Laplace transforms

Table 1-1 Properties of Laplace Transform

F(s)e 1* f=T)-1(¢)
F(s+a) f(t)emet - 1(t)
sF(s) — f(0+) %

S2F(s) — sf(0+) — 404 740

SF(s) Jore £ty
Fi(s) - Fa(s) J1(8) = fa(t)

1.4.2 Solving for System Response

Equation 1-1

Equation 1-2

Equation 1-3

Parametric models cannot be developed without math. Laws of physics describe dynamic linear, time invariant
(LTI) systems using ordinary differential equations. To simplify their analysis, Laplace transform is used. Consider

a certain LTI (Linear Time Invariant), SISO (Single Input Single Output) system:

17 | 1.4 Laplace Transforms



r(t) y(t)
_> System _>

Let the input — output relationship for the system be described by a following nth order differential equation:
m n—1 m m— .
Gt an 1 Gt o ar G aoy = by Gt + b1 Gt b G+ bou Equation 1-4

The equation parameters relate to physical aspects of the system. Time domain description of systems is
not convenient for quick paper-and-pencil speculations. To simplify math, Classical Control uses a Laplace
Transform system description, which converts the differential equations into their algebraic equivalents in the
s-domain. The solution for y(t) can then be found using inverse Laplace transformation to Y(s).

1.4.3 Two Transfer Functions Models: TF and ZPK

In the transform domain the input-output relationship of the system is defined by a transfer function G(s),
defined as a ratio of the Laplace transform of the system output signal y(t), to the Laplace transform of the
system input signal u(t), with any initial conditions in the system set to zero. The system transfer function G(s)
can be thought of as a dynamic gain of the system:

R(s) Y(s)

—pl  G(S)

Block diagrams are used to graphically represent systems and their components, as shown above. In order to
find G(s), a Laplace transform of the system differential equation in Equation 1-4 is taken:

S"Y (8)+an—18" 1Y (8)+...4a18Y (8)+agY (8) = by s™U (8)+bp—18™ LU (s)+
ce + 018U (s) + boU(s)

G(s) = Y(8) _ bms™+bm_18" 4. +bi1s+bo
T U(s) T s"tap—18"1+..+aistag

Equation 1-5

Transfer functions are ratios of polynomials written in terms of the s-operator. The resulting function in Equation
1-5 is a ratio of two polynomials, N(s) and D(s):

G(S) . N(S) . bmsm—l—bm_lsm_l—l-...—l—bls—l—bo
— D(s) T s"tap—18""1+..+aistag Equation 1-6

Roots of the numerator polynomial of G(s) in Equation 1-6 are called system zeros, z;, and roots of the
denominator polynomial are called system poles, D;.

1.4 Laplace Transforms | 18



MATLAB Enabled

Note that in MATLAB a transfer function object in a polynomial form can be created by using the “tf” coonmand. For
example, consider afollowing transfer function in the polynomial ratio form:

== G=tf{[2 201.[1 4 3])
Transfaer function:
2z+20
s'2+45+3
_Y(s) _  2s420
G(S) T U(s) — s2+4s+3

The same transfer function G(S) can be represented in the so-called ZPK form (factorized form):

G(S) — K" (s=zi)

17 (s—pj) Equation 1-7

K is a multiplier. It is important to see the difference between K and Kdc, which denotes the DC gain of the
system (i.e. s=0):

(0) 0 7 (=pj) Equation 1-8
Our transfer function can be factorized and the multiplier gain K is equal to 2:

_Y(s) _ 2(s+10)
G(5) = 065 = Gre+d)

The DC gain of our transfer function is:

Kpc =G(0) = %

6.667

19 | 1.4 Laplace Transforms



In MATLAB the transfer function can be shown in a factorized form by using the “zpk” command, and the DC
gain can be found using “dcgain” command:

>> zpk(G) >> decgain(G)
Zerolpolelgain: ans =
2 (s+10)
6.6667
(s+3) (s+1)

In MATLAB the “zpk” command can be used to create a transfer function object in a ZPK form, and “tf"

command to convert it to a polynomial form.
=» G1=zpk(-2,[-4 -1,05) =>=1f(G1)

Zerolpole/gain: Transfer function:
0.5(s+2) D5s+1
(s+4) (s+1) s"2+5s5+4

Locations of the system poles and zeros can be presented graphically as the so-called Pole-Zero Map.

1.4.4 Partial Fractions Technique

If a certain control system is described by a transfer function G(s), the system response can be found as

Y(S) = U(S) : G(S) Since Laplace Transform Tables do not provide exhaustive solutions, a technique of a
Partial Fractions Expansion is used to find inverse Laplace Transforms for various time functions — see a table of
basic Laplace — Time Domain Function pair shown in Table 1-2.

1.4 Laplace Transforms | 20



1.4.4.1 Residues — Distinct Roots Case

N(s)  _ Ni(s)
Y(s)= G- = DG)

K n
Y(S) - 8—11>1 T 8—132 e s}—(pn

Equation 1-9

N(s)(s—
Kl - M) 1))((5)p1) |s:p1

N(s)(s—p2)
K EMSAL a8 N
. 2= D(s) |5 p2 Eqguation 1-10

1.4.4.2 Residues — Multiple Roots Case

This is the case for Laplace Transforms with multiple powers of some roots. Assume multiplicity of m for root 7:

v N _ N(s)
(S) H (s— pz%{ D(s) K. Equation 1-1
+ =112 + ...+ (= + ...+

Y(S) e 7”1 5— pn

Residues for distinct roots calculated as before:

N(s)(s—p1)
Km—|— D(5s) |s:pm+1
Equation 1-12

: N(s)(s—pn
Kn = (1))((3)p )|s=pn

To calculate residues for a multiple root, multiply both sides of Equation 1-12 by (8 — Tl)mand substitute the
value of the root ry:

Dg T s— 7“1 + (s— 7°1)2 T T (s—r1)™ 7“1)

(s—r)™ _ Ki(s—ri)™ | Ka(s—r)™ Kn(s—r1)™ |
Sesn)T  Kleor? | Keleon” Ko oot Knfs—r)" oumtion 13
M| — K

D(S) s§=T1 m

To calculate the residues for the second multiplicity of the root rq:

d N(s)(s—r1)™ d Ki(s—r Ko(s—r1)™ Kn(s—ry)™
§ (MOfepn) = f (Mo 4 o 1y h 4 o)

%(%) lsmry =04 oo+ K1 + 0+ .. 0

Equation 1-14
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Laplace Transform Time Domain Function

! o(t)

s 1)

= £ (1)

S1~c1+1 %1@)

= et . 1(¢)

Gra te= - 1(¢)

o+a) (1— e (t)

Tia? sin(at) - 1(t)

Traz cos(at) - 1(t)

% e~ % . cos(bt) - 1(t)

m e~ % . sin(bt) - 1(t)

ﬁ (1—e - (cos(bt) + ¢ - sin(bt))) - 1(t)
Wisﬂu% \/%e_gw"t . sin (wn\/ 1— CQt) - 1(t)
e (1 — et sin (wn /T G 4 cos—1<<>)) 1(1)

To calculate the residues for the remaining multiplicities of the root r1, use this recursive formula:

2 N(s)(s—r1)™

1 gme1 (N(s)(s—ﬁ)m) ls=r; = K

Equation 1-15

(m—1)! dsm—1 D(s)

1.4.5 Examples

1.4.5.1 Example

Consider a system described by the following transfer function and find the pole-zero model of the transfer
function and its DC gain.

_ 2543
G(s) = z533:m0

HINT: Use MATLAB software to check your results in this, and the remaining examples in this section.
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1.4.5.2 Example

Consider a system described by the following transfer function:

MATLAB

ENABLED

55343052 4555+30
s94145%4+6253+1105241535+140

Find the pole-zero model of the transfer function and its DC gain. HINT: Use Matlab.

1.4.5.3 Example

A certain LTI system is described as having one zero and four poles, as follows:

21 = —2.2,
pr=—-1+71,
P2 = —1 —jl,
P33 = —10,

P4 = —2,

It is also recorded that the system has a DC gain of 5.

Write the complete transfer function of the system in a ZPK form.

1.4.5.4 Example

Consider a system described by the following transfer function:

_ 10524305420
G(s) = 11453 16852+1305+75

Create an LTI object representing this system using both the transfer function model and the zero-pole-gain
model. Extract zero-pole-gain data and numerator-denominator from the LTI object. Obtain the system dc gain
and the pole-zero map of the transfer function. Obtain a minimum realization of this system. Use MATLAB to
solve this problem.

1.4.5.5 Example

Consider a system described by the following transfer function:

_Y(s) _ _ s%43s+3
G(s) = U(s) ~ s516s2+11516

Find an analytical expression for an impulse response of the system.
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1.4.5.6 Example

A certain control system is described by the following transfer function:

_Y(s) _ 2548
G(s) = U(s) — 33+532183+4

Find an analytical expression for a step response of the system.

1.4.5.7 Example

A certain control system is described by the following closed loop transfer function:

. 45(s+6)
Gei(5) = Zross 13505

Find an analytical expression for a step response of the system — note the integrator term in the denominator!

1.4.5.8 Example

A certain control system is described by the following closed loop transfer function:

. 45(s+6)
GCl (8) T 5342082+12954+270

One of the closed loop poles is at -5. Find an analytical expression for a step response of the system.

1.4 Laplace Transforms | 24



1.5 Transfer Function Representations of
Simple Physical Systems

1.5.1 Electrical Systems

Modeling of electrical systems is based on:

Ohm's Law
Kirchhoff's Current Law (KCL)
Kirchhoff's Voltage Law (KVL)

Table 1-3: Basic Equations for Electric Circuits

R
,- — -V Energy dissipated through
:\hf\f\‘."nr V =1iR t=TFx resistance as heat.
L . .
o di . 1 rt Energysfcoredmthemagne‘uc
—/88— Vi, = L% 1, = F Vi dt field. Noinstantaneous
+ - dt L f—oo changeincurrent.
C ; Energy storedinthe
_ 1 : . _ adv electrostatic field. No
_< }_ VC - C f—oo cht e = ¢ dt instantaneous changesin
+ - voltage.

1.5.2 Mechanical Systems

Modeling of mechanical translational systems is based on:

Newton'’s First Law

Newton's Second Law

Free Body Diagrams.

In the Table below, we have: F-force, - translational displacement, V- velocity, @-acceleration

Table 1-4: Basic Equations for Mechanical Translational Systems

_ _ . Energy dissipated through viscous
—|:— F = Bv = Bz damping as heat
K —_— — . . .
— A — FK =K f vdt = Kx Energy stored as kinetic-potential
—E— F=Ma=Mi= Mz Energy stored as kinetic-potential

25 | 1.5 Transfer Function Representations of Simple Physical
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1.5.3 Mechanical Rotational Systems

Modeling of mechanical rotational systems is based on:

Newton’s First Law

Newton's Second Law

Free Body Diagrams.

In the Table below, we have: T- torque, W - angular velocity, 6 - angular displacement, € -angular
acceleration

Table 1-5: Basic Equations for Mechanical Roatational Systems

B
T P2 . ) . .
o . Viscous friction represents a retarding
{%:2’33 TB = Bw = B force that dissipates energy as heat
T K 9 Torsional spring — represents
'S s mp—— — — compliance of shaft when subject to
} TK K f wdt Ko torque, stores potential energy of

rotational motion

T 7, . Inertia — property of an element that
=== T=.Je=.Jw=.0 stores the kinetic energy of rotational

motion

1.5.4 Model of Armature Controlled DC Motor

NOTE: This example will help you with your Lab Project # 3.

DC motor is a common actuator in control systems. It directly provides rotary motion and, coupled with wheels
or a rack-and-pinion mechanism, can provide transitional motion. The picture to the left in Figure 1-12 shows a
large industrial DC motor; in control systems applications you're more likely to see a small, lightweight, high-
precision geared DC motor, like the one shown on the right. However, their system equations follow the same
laws of physics.

The diagram in Figure 1-13 is a representation of the DC armature controlled motor, showing the electric circuit
of the armature as well as mechanical parts of the motor, including gears. Small DC motors, such as the one
driving the Servo Module in the lab, work most efficiently at high speeds, and therefore they have to be geared
for most applications. Direct drives are found in some DC motors with large ratings. Motor equations are shown
in Table 1-6.

In the equations, R and L represent the resistance and inductance of the armature winding, Kt, Ke represent
the torque constant and the CEMF constant, respectively, n is the gear ratio and Jeq, Beq represent the
equivalent inertia and viscous friction coefficients of the motor and load combined, as reflected onto the motor
side of the gear. Based on the above equations, a block diagram of the DC motor can be built, and is shown in
Figure 1-14.
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Armateur Winding:

—v. = Ri+ L4
Vg — Ve = 111 + L g
Counter-electromotive (CEMF) force:

Ve = Kow

Energy Conversion: T = KtZ

Jeqwm = T — Begwm,

w=40

Table 1-6: Basic Equations for the DC Motor

motor
o Protor = Pload ImWm + (JL(’L)L) ’ % =T — Bnwm — (BLWL) ) %
Trwm = Trwy, Jeqg = Jm + ;{_%
Tm _ wr 1 B
gears Ty, Wm n Beq =B, + n—%
Load

The DC motor transfer function, Gm(s), defined as the dynamic ratio of the load position output signal and
the armature voltage input signal, is next derived from the above blocks, as shown below:
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Ky

G (s) = (sL+R)(sJeg+Beq) 1 1 — K 101 Equation 1-16
m( ) 1+(SL+R)I§§§<32+Beq) n s §2LJeq+5(RJeqg+LBeq)+RBeq+KiKe n s
DC Armature Controlled Motor

o 4 8
L E . i @75““ I."f
(e B+

II
-
o e
Load {1,B)

Figure 1-13: DC Armature Controlled Motor

molor velocity,
armature r
vollage
1 K 1 1 1
s HEE TP
p— gears load
Ke position

Figure 1-14: Block Diagram of the DC Motor

This is a 3rd order transfer function. For small inductances L (or, L/R << J/B), this can be simplified:

~ Ky 10l
Gm(S) ™ SRJeq+RBeq+KitKe n s Equation 1-17

Motor dynamics can now be approximated by a 2nd order transfer function. Two motor parameters are defined:
K, called the motor gain constant, and T, called the motor time constant.

o K, _ RJ
Ky = RBYK: K. 'm = RB+K.K. Equation 1-18

The motor transfer function can be written as:
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~ stm+1 n s Equation 1-19

The block diagram of motor representation shown in Figure 1-14 can now be simplified to the one in Figure 1-15:

—— load velosiy
voltage K load posisan
ET+
rmatar gears

Figure 1-15: Simplified Block Representation of the Motor

How accurate is this approximation? Closed loop responses of the accurate servo module model and the model
using a 2nd order approximation for the DC motor are shown in Figure 1-16 — the responses are practically
identical.

Figure 1-16: DC Motor Responses — Accurate (3rd order) vs. Approximate (2nd order)

1.5.5 Examples

1.5.5.1 Example

Consider a 2nd order filter, with a schematic as shown below:
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Find the transfer function for this filter, if Viis an input to the system and Vois an output and the component

valuesare %] = 10€), Rp = 52, L = 2H and C' = 0.5F". what kind of filter is this?

1.5.5.2 Example

Consider a mechanical system shown in the following diagram. Derive the transfer function of this system with
Force as an input signal and linear displacement as an output signal. Use MATLAB to simulate system responses
for values of mass M =1, spring flexibility K = 2 and friction B adjustable. Assume the force input to be in a form
of an impulse or a very short pulse. Also check the “Mass & Spring” animation/simulation in Matlab Demos.

X - displacement

F - force applied

|-

1.5.5.3 Example

Consider the electric circuit below. Find its mechanical analog.
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1.5.5.4 Example

Consider an electric circuit, a two-port, shown below, where its components have the following values:

Ri =50, Ry =50,C =0.05F,and L = 0.1H.

R, L
oA\ YV ey j_ o
(

v,(1) R,

&

(s)

Find the transfer function of the two-port, G(S) = Vi(s)" Next, find an analytical expression for the two-port

step response, vo(t),t > 0.

31 | 1.5 Transfer Function Representations of Simple Physical Systems



1.6 Basic Block Diagrams

1.6.1 Blocks in Series

Consider two cascade blocks as shown in Figure 1-17. What is the transfer function relating signals Y(S) and

R(s)?

R(s) X(5) Y(s)
Gy(s) G, ()

Figure 1-17 Blocks in Series

X(s) =R(s) -Gi(s), Y(s)=R(s) Gi(s) - Ga(s)
Y(s) = X(s)-Gas)  Gls) = 3 = Gi(s) - Ga(s)

1.6.2 Blocks in Parallel

Consider two blocks in parallel as shown in Figure 1-18. What is the transfer function relating signals Y ($) and
R(s)?

X1(s) = R(s) - G1(s)
Xa(s) = R(s) - Ga(s)
Y(s) = Xi(s) + Xa(s)

G(s) = 28 — R(S)‘Gl(%ﬂgj(s)@2(s) = G1(s) + Ga(s)

R
R

Ii X
(5] ]
R(s) e +y YE)

el n

Figure 1-18 Blocks in Parallel
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1.6.3 Basic Closed Loop Revisited

Consider the basic closed loop system identical to the one shown in Chapter 1.2.2, but this time with the static
block gains replaced by their dynamic equivalents, i.e. their transfer functions describing a relationship of time
domain signals as represented in Laplace Transform domain. Let us derive the closed loop transfer function
relating system output to the reference.

Y(s) = E(s)-G(s)
E(s) = R(s) — B(s)

R(s E(s  §
&::_"_:i‘ G(s) &)

B(s) |
“}'H(S‘)

Figure 1-19 Basic Closed Loop

_Y(s) . Y(s)  _ E(s)G(s)
GCZ(S) T R(s) © E(s)+B(s) = E(s)+Y(s)-H(s)
_ B(s)-G(s) _ B(s)G(s) |
G = BETEG) GO G — B (FG()-HE) Fquation 1220
G(s
Ga(s) = T7atsy A

Closed loop characteristic equation is then described as follows:

1+ G(S)H(S) =0 Equation 1-21
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2.1 General Definition of Stability

Stability is an implicitly stated control objective. Intuitively, a closed loop system is stable if it does not “blow up”.
For introduction, see Online Tutorials — sections on Basic Concepts and on Stability.

Recall from ELE532 that mathematically, stability is related to the location of the closed loop system transfer
function poles.

Definition: A system is stable in BIBO sense if, for every bounded input, the output remains bounded.

Consider now the transfer function of a basic closed loop system:

G(s .
Gcl(S) = % Equation 2-1

G(s) = DEE H () = Diat)

(s) Dy (s)
Ng(s)
G l(S) — DG(s) — Ng(S)DH(S) — N(S)
c 1+ NcN () ™ Dg(s)Du(s)+Na(s)Nu(s) — Q(s)
D (s)Dg(s)

Characteristic equation of the closed loop system is:

Q(S) =0 Equation 2-2
Y(s) = Gal(s) - U(s)

Y(s) = 5 U(s) = Yo, Lo+ 50, B

Y (s) = Ynaturai(s) + Yorced(s)

y(t) = L=HY (5)} = Ynatural(t) + Yforced(t)

Ynatural (t) = Y1y KiePi! Equation 2-3

Definition:

Suppose that the closed loop system has a transfer function Gcl (S) . The system is stable if, and only if, the poles
Gcl (S)of shown in Equation 2-3 have strictly negative real parts: Re{pz} < 0.

To determine this condition analytically (as opposed to a numerical solution, such as provided by MATLAB) a
Criterion of Stability needs to be defined — it will be the Routh-Hurwitz Criterion of Stability.
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2.2 Locations in s-Plane vs. Time
Response

Figure 2-1 below shows three possible s-Plane locations for a pair of complex conjugate poles. Recall that the
pair of complex conjugate poles results in oscillatory time response, where the Real part of the pole determines
the decay rate of the response, while the Imaginary part of the pole determines the frequency of oscillations.

X

Figure 2-1 Pole Locations vs. Time response

The first panel of Figure 2-1illustrates a stable response, the second panel illustrates an unstable response, and
the third panel illustrates a marginally stable response. The system respective behaviours will be labeled as
“Stable”, “Unstable” and “Marginally Stable”. Because we have the pair of complex conjugate poles, the second,
“Unstable”, case results in an oscillatory instability.

Note that these three behaviours can also be applied to a case where the system pole(s) are real. Real poles
result in transient(s) of exponential form. When Re{pi} < 0, we will have a combination of exponential
decays, when Re{pi} = () we will have a constant (step) response, and when Re{pi} > (), we will have an
exponentially increasing (but of single polarity, not oscillating) unstable response. Thus this case is referred to
as monotonic instability. Refer to Online Tutorials for more on System Stability.
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2.3 Stability in s-Domain: The
Routh-Hurwitz Criterion of Stability

The original Criterion was formulated in a paper published in 1877 by Edward Routh, English mathematician
born in Upper Canada (now Quebec). In 1895 German mathematician Adolf Hurwitz formulated the Criterion
in its today's form, based on theory of polynomials. This is why the Criterion bears both their names.

2.3.1 Necessary Condition for Stability

Definition:
The Necessary Condition for Stability requires that all coefficients of the Characteristic Equation polynomial are present
and have the same sign.

In practice, it means that they should all be positive, as negative signs would correspond to a negative Controller
gain. A control system with a negative gain is not practical as it would do exactly the opposite to the Command
(Reference) input.

Where does the Necessary Condition come from? Consider the following. Once the Characteristic Equation is
factorized into a ZPK form, it will consist of two types of factors, 1st and 2nd order, as shown. If the roots of these
factors are in the LHP (i.e. the Stable Region of the s-plane), then the resulting coefficients in these factors will
be positive:

(s +aj)
(82 + ags + bk)— stable factors
2 . . .
For example (S + 5) and (S + 3s + 14) are factors corresponding to stable pole locations (-5 and -1.5+j3.43,
-1.5-j3.43, respectively), while (8 — 5)(52 —3s + 14), are factors corresponding to unstable pole locations (+5

and +1.5+j3.43, +1.5-j3.43 respectively). Also note that one of the two poles corresponding to the (82 + 3s — 14)
factor is unstable (poles are: -5.53,+2.53).

Q(s) = 11;(s +a) [1.(s* + axs + bg)
Q(S) = aps" + Cbn—lsn_1 + ...+ CL282 +ais+ag=0

Conclusion 1:
If only stable factors are present in Equation 2-4, after multiplication, the polynomial form of the characteristic equation

will have all powers of s terms present and all coefficients will be positive. There is no possibility of having a negative sign
or of a term cancellation resulting in a missing power of s, since all factor signs were positive.

Conclusion 2:

Any negative signs or any terms that are missing indicate presence of a factor or factors describing unstable pole
location(s).
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Example

Q(s)=5"+3s+3=0
Roots are: 1.43+ j1.19, 1.43- j1.19, -0.86 (conjugate pair unstable)

However, the fact that a characteristic polynomial passes the Necessary Condition test is not a guarantee that
the system is stable.

Example

Consider the example where all coefficients are present and positive and the system is still unstable:
Q(s) =53+ 52 +25+8=0

Roots are: -2, 0.5 +j1.94, 0.5 - j1.94 (conjugate pair unstable).

2.3.2 Sufficient Condition for Stability - Routh Array

Q(s) =0 = aps"+a, 15" tHan_28" % +a,_ 35" 3+ fass?+arstag =
0

An array is built following a pattern shown next in Table 2-1. Note this is a rule that is not derived, as the original
Routh derivation is quite complex, and involves arcane aspects of the Theory of Polynomials.

& & By . -~ Where
. Tpyaq [ . Byt L=
|d| H "dl- L
gu-1 B By by _| %= " -| _ i, I
IS Ry &
L . Lol L5} Ly ] ':. 1
Irl- 1 Illl L]
i % & ql — i, b,
B, o= i [ - =F = ™

Table 2-1 Routh Array

Routh-Hurwitz Criterion of Stability:
The system is stable if and only if all coefficients in the first column of a complete Routh Array are of the same sign. The

number of sign changes indicates the number of unstable poles. Note that in practice this means that all the signs in the
first column have to be positive — see the note above on the negative gain.
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Example

Let's apply this Criterion to a specific case. Consider a control system where the Characteristic Equation
Q(S) = O,determined by the denominator of its transfer function, is as follows:

Q(s) = s° + 155 + 8553 + 22552 + 2745 + 120 = 0

The necessary condition here is fulfilled — all coefficients are positive and all powers of s are present. To check
the sufficient condition we need to build the Routh Array, as shown next.

57

%

15
70
168
216

120

85

225

266

120

274

120

Next we apply the Routh-Hurwitz Criterion —all coefficients in the first column of the Array (shaded) are positive,

hence the system is stable.

A quick check with MATLAB (“roots” command) shows that indeed the system has no unstable poles:

MATLAB

ENABLED

>> roots([1 15 85 225 274 120])

ans =

-5.
-4,
-3.
2.0000
. 0000

)

—3

Qo000
Q000
0000

2.3.3 Special Case of Routh Array — Auxiliary Equation

Consider now the following example:

Q(s) = s° + 81+ 453 + 245 + 35+ 63 =0
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We have a bit of a problem here — the Routh Array terminates prematurely — a row of zeros makes it impossible
to complete the Array.

g5 1 4 3 |
5* 1 24 63

g3 -20 60 0

5° 21 63 1]

51 0 L]

50 777 7

The row of zeros indicates that some of the roots of the characteristic equations are placed on the Imaginary
Axis (case of Marginal Stability). Define Auxiliary Equation as an equation with coefficients from the Array row
immediately above the row of zeros:

Quauz(s) = 21s% + 63

Roots of Auxiliary Equations describe the system poles on Imaginary axis:
Qaum(s) =0

s2+3=0

s1=7v3,51 = —jV3

Routh has proven that we can use the coefficients of a derivative of the auxiliary equation to complete the
Routh Array:

Quuz(8) = 2152 + 63

anuw( ) —
T =425

The fifth row, which was a row of zeros in the original Routh Array, is now replaced by:

si 42 0

The complete Routh Array is now as follows:
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55 1 4 3
54 1 24 63
53 -20 -60 0
52 21 63 0
g! 42 0

s 63 0

In this particular case looking at the first column we can observe two sign changes (from +1 to -20 and from -20
to +21). This indicates that a) the system is unstable, and b) that it has two unstable poles (in RHP — the Right-
Hand Part of the S-Plane).

A quick check with MATLAB (“roots” command) shows that
indeed the system has two unstable poles:

>> roots([1 1 4 24 3 63])

Two unstable poles: +1 =+ ]24495

ans =
Also observe the two poles on the Imaginary
-3.0000
1.0000 + 2.4495i Axis are: :i:]\/g, as calculated from the Auxilliary
1.0000 - 2.44951i Equation.
0.0000 + 1.73211
0.0000 - 1.7321i

Auxiliary Equation is an extremely important concept because it enables us to determine stable ranges of
Proportional Gains that can be safely used in a closed loop system.

NOTE - for one possible application of the Auxilliary Equation, refer to your Lab #1.

2.3.4 Examples

2.3.4.1 Example

Use the Routh-Hurwitz Criterion of Stability on a system with the following Characteristic Equation Q(S):

Q(s) =8+ +25+8=0

2.3.4.2 Example

Use the Routh-Hurwitz Criterion of Stability on a system with the following Characteristic Equation Q(S):
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Q(s) =8t +53+3s2+55+10=0
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2.4 Determining Stable Range for
Proportional Controller Operations

Consider a closed loop system under Proportional Control in Figure 2-2:

R(s) + Y (s)

K, p—  G(s) >

Prup‘uftlona' Controller Process (Plant)

H(s)

Figure 2-2 Non-unit Feedback Closed Loop System under Proportional Control

The closed loop transfer function and the system Characteristic Equation are:

KpronG(s
Ga(s) = 1+Kpfopé(£)~)H(S>

1+ KpropG(s) - H(s) =0

Equation 2-5

The variable parameter — the Proportional Controller Gain, , is now a part of the system Characteristic Equation
and will feature in the Routh Array. This allows us to define the required condition for a stable, safe, range of
Controller operations.

Example

Consider the following control system:
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Proportional Cantral

Ris) + Yis)

K = : -

41l +38r+ 4

Is this system open-loop stable?
Determine a range of gains K required for a stable operation of this closed loop system.

Solution:

Part 1: Open Loop

Open loop characteristic equation is:

Q(s) =53+ 112 +38s+4=0

311 38
s 11 4
g2 | 376

s? |4

The system is open-loop stable, based on the Routh-Hurwitz Stability Criterion. We can also find numerically
(MATLAB), what the poles of the open system are: -5.45 +j2.68, -5.45 - j2.68, -0.11.

The system Open Loop Transfer Function components are:

AK
G(s) = mrmitiassa Hs) =1

Part 2: Closed Loop

The system Closed Loop Transfer Function is:

4Kprop
G, — G(s) _ s3411s2438s+4  __ 4Kprop
cd — 1+G(s)H(s) — 1+ 4kprop o 53—|—1182—|—388—|—(4Kpr0p+4)
s3+1152+38s+4

Apply the Routh-Hurwitz criterion to the closed loop characteristic equation:
3 2 _
s° +11s° + 38s + (4K prop +4) =0

The Necessary Condition is:
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4+ 4K prop > 0, Kprop > —1

The Sufficient Conditions from Routh Array:

The resulting conditions are:

g% 11

[4+4K)

11-38-(4+44K) O
11

o (4+4K) 0

11~38—(4141-4Kprop) > O,4Kprop < 4]_4, KpT’Op < 103.5

The total conditionis: —1 < Kprop < 103.5

rd
oy

0

-1*.

RN

'l

T T T e T
g, e g, oy T,

Note that the practical range of stable controller operations, as opposed to the previous purely mathematical
condition, is ) < Kpmp < 103.5 remember that we do not want to run systems with a negative gain!

Extreme values of the determined range are called Critical Gain values. Again, of practical interest is only the

upper, positive Critical gain value. What happens when the Controller gain reaches that Critical gain value?

When Kppop = 103.5:

Quus(s) = 1152 + 418
Qaux(s) =0
52 4+38=0

1 £
11 (4+4(103.5))
] |
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s1 = jV/38 = j6.16
s9 = —jv/38 = —j6.16

As the pole-zero map illustrates, the location of marginally stable poles on the Imaginary axis corresponds to
the frequency of sustained oscillations, \Werjt = 6. 167"ad/sec. This corresponds to the period of oscillations
equal to 1.02 seconds. Step response of the system when Kpmp = 103.5 is also shown.
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2.5 Relative Stability - Gain Margin

In the previous section we considered the system stability and introduced the Routh-Hurwitz Stability Criterion.
The Criterion can give us the answer regarding the so-called Absolute Stability, i.e. is the system Stable or
Unstable. Stability relates to the poles location — if any of the closed loop system poles is in the RHP, the system
is unstable. The Criterion can also define a range of gains for a stable system operation. The upper limit of the
stability range, i.e. the maximum gain computed from the Routh Array, is called a Critical Gain, Kcrit~ The
controller gain at which the system operates is called the Operational Gain, Kop. The closer Kop is to its critical
value, the more oscillatory the response, the longer it takes to settle and the system is closer to becoming
unstable. The measure of how “close” that is, is called Relative Stability.

Discussing Relative Stability is particularly relevant when system parameters are not well-identified. Let's say
based on the calculations for the system parameters the resulting poles are very close to the Imaginary Axis,
yet still in the LHP. The answer to the Absolute Stability question is YES, the system is stable. Yet, due to
uncertainties in the parameters, closed loop pole locations are not exactly known and it is possible that one or
more poles are already in the RHP making the system unstable. If we have a measure of Relative Stability, we
have a warning sign that the closed system poles are dangerously close to the Imaginary Axis and therefore the
system is dangerously close to becoming unstable.

We will therefore define a measure of Relative Stability and will call it a Gain Margin:

Kcrit .
Gm Kop Equation 2-6

The larger the Gain Margin, the further away inside the LHP the system poles are. Note that excessively large
Gain Margins mean that is very low, which may have negative impact on the quality of the transient system
response — recall Lab Projects — low gain is associated with a sluggish, slow and overdamped response (large
settling and rise times), and with large errors. This dilemma describes limitations of Proportional Control — larger
gains speed up the response and improve steady state errors (good), but also lead to oscillations, reduction in
relative Stability, and eventually to Instability (bad).

Gain Margin Gm becomes an additional system specification ensuring good relative Stability. We will hear
more about it in a context of frequency response design, and we will define its measure using Bode plots.
Because gains on frequency plots are traditionally described in decibels, it is customary to define Gain margin
as either a non-dimentional ratio (referred to as volts per volts or V/V), or in logarithmic units, dB.

Based on Equation 2-6 we have:

If Kop < K pjp the system is

stable: Gm > 1in VNV units Gm > (0in dB units
" qu = Kcritr the system is Gm = linV/Vunits Gm = 0indBunits
marginally stable: ’

IfKOP > Kerit the system is G < LinVv/Vunits Gy, < 0indBunits

unstable:

Typically the requirement for Gain Margin is that it should be at least 6 dB, or 2 V/V.
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2.6 Examples

2.6.1 Example

Consider a closed loop system as shown. Determine the range of stable operations for the Proportional
Controller with the gain K.

P ||_|-.:-rfi-.:-||:1]
Control

). . Y(s)
' K s+ 1z +35)

2.6.2 Example

Consider the block diagram shown below, describing a process under the so-called Proportional-Integral-
Derivative (PID) Control, as shown in the following Figure. Is the system open loop stable? Justify your answer.
Next, let the Integral Gain Ki = 10 and use the Routh-Hurwitz criterion to find the range of Derivative Gains
Kd and Proportional Gains Kp in terms of Ki, so that the closed loop stability is achieved.

R(s) v 1 ¥is)

r
| o

L2

|

: L 5 +3r+1

2.6.3 Example

Consider the block diagram shown below and simplify it to find first the open loop, then the closed loop system
transfer function as a function of gain K. Is the open loop system stable? Next, establish the range of gains K for
a stable closed loop operation of this system. Find the critical value of the gain, at which the system would be
marginally stable, and the corresponding frequency of oscillations of the marginally stable response, Wyge-
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Process Gis)

Cantroller
Ris) 4 K

= Tih

2.6.4 Example

Consider a unit feedback system under Proportional Control, as shown:

Proportional
Control

R(s) 750 ¥is)
K (5+1)s5+5)s+ 50

L

Apply the Routh-Hurwitz stability criterion to this system and determine the critical value(s) of gain, Kcrit: for
system stability, as well as the frequency of oscillations,w s resulting when k= Kerit

Next, assuming that the operational values of the proportional gain are again, Kop =1 and Kop = 10,
compute the corresponding values of the Gain Margins.

2.6.5 Example

Part 1: Consider the SIMULINK diagram representing a certain closed loop system under Proportional Control:
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When the gain value is as indicated in the diagram, the “Scope” graph is as shown on the next page. What is
the frequency of oscillations of the system response, Wyge?

Part 2: Assume that the constant Proportional Gain block (Slider Gain) in the SIMULINK diagram is replaced
with a variable Proportional Gain K, and use theory you have learned to find the range of the Proportional Gain
values for the stable system operation. Determine the critical value of the Proportional Gain, Kcrit’ for which
the system becomes marginally stable — how does it compare with the information provided by SIMULINK?

Sl sy Sergpas e wd 5 - 103

el
i B [T

Assuming that the operational gain of the system Kop = 1, what is the system Gain Margin? Repeat for

Kop =3

2.6.6 Example

Consider four control systems, each with a characteristic equation as shown below. Which system is stable?
System 1: s*+4s2 +12s+6=0
| 3 2 _
System2:s* — 3s° + 25+ 125+ 6 =0
System 3: st + 333 + 252 — 6=0

System 4: s* + 353 —|—482 +1s+1=0

2.6 Examples | 50



2.6.7 Example

Consider the following closed loop control system under the so-called Proportional Control (P), where the
system parameters are as follows: @ = 1, b= 8,c=T1.

P Contraller Frocass
Ris) P F(s)
K — .
r s“+hs+¢

Find the closed loop transfer function of this system in terms of the Proportional Controller gain, Kp. Find the
condition for the gain Kp so that the closed loop operation of the system is stable, and determine the practical

range of Kp values for the stable closed loop operation of the system.

What is the critical value of the Proportional Controller gain, Kcm’t , that will cause the closed loop system to be
marginally stable? When the gain is set at this critical value, K, = Kcm’t , what will the resulting frequency of

oscillations, Wggc, be (in radians/sec)?

2.6.8 Example

Consider the following closed loop control system under the so-called Proportional Integral Control (P 1), where
the system parameters are the same as in Example 26.7: ¢ = 1, b= 8, c=1"1.

P+ Controller Process
Ris) i p ¥(s)
K+ » ; >
P ¢+ bhs+¢

Find the closed loop transfer function of this system in terms of both Proportional and Integral Controller gains,
Kp and K7 Find the condition in terms of gains Kp and Ki so that the closed loop operation of the system is
stable, and determine the practical range of each gain, Kp and Ki required for the stable closed loop operation

of the system;

Now, assume the proportional Controller gain value is Kp = 3; what is the range for the Integral Controller
gain, K;, for the stable closed loop operation of the system? What is the critical value of the Integral Controller
gain, Kcm’b that will cause the closed loop system to be marginally stable? When the Integral Controller Gain
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is set at this critical value, K; = K i+ , what will the resulting frequency of oscillations, Wog be (in radians/
sec)?

2.6.9 Example

Consider the following closed loop control system under Proportional Control:

Ris) 3 Fis)

K . -

5 +10s° + 25+ 4

Find the closed loop transfer function of this system in terms of its Proportional Gain K. Find the practical range
of Controller Gain values such that the closed loop operation of the system is stable. What is the critical value
of the Proportional Gain, Kcm't, that will cause the closed loop system to be marginally stable? When the
Controller Gain is set at its critical value, K = K .-jz, what will be the resulting frequency of oscillations, W
(in radians/sec)? What will be the period of these oscillations, Tperiod?

2.6.10 Example

Consider the following closed loop control system under the so-called Proportional Integral Control (P+l):

Pel Comtroller Process

K.

Rix) . +
] 2 ll[-j'

5° +65+4 y

Find the closed loop transfer function of this system in terms of both Proportional and Integral Controller gains,
Kp and Kz’- Next, find the conditions in terms of gains Kp and Ki so that the closed loop operation of the
system is stable, and determine the range of each gain, Kp and K;, required for such stable closed loop
operation of the system.

Next, assume the Integral Controller gain value is Ki = 18. Answer the following questions:
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What is the range for the Proportional Controller gain, Kp for the stable closed loop operation of the system?
What is the critical value of the Proportional Controller gain, Kcrit, that will cause the closed loop system to be
marginally stable? When the Proportional Controller Gain is set at this critical value, Kp = K it what will be
the resulting period of oscillations, Tpem’od: in seconds?

Finally, assume the Integral Controller gain value is K; = 6andthe Proportional Controller gain, K, = —(0.5
. Answer the following questions:

Will the response be stable? What will be the steady state value of a response to a unit reference? Is this a good
Proportional Controller Gain value to operate the system with? If yes, briefly explain why. If not, briefly explain
why.

2.6.11 Example

Consider the servo-control system for a position control of one of the joints of a robot arm, operating under
Proportional Control (controller gain K), as shown in the following Figure.(“)ref is the reference angular
position signal, @load is the actual angular output shaft position signal, V, is the armature voltage, 1}, is motor
torque and {2is shaft velocity. This control system utilizes an armature-controlled DC motor, with an analog
rotary position sensor.

The systems parameters are as follows: Kt = 0.1%— transducer gain of the sensor, Ka = 50% —amplifier

gain, K,, = 2%— motor torque constant, R = 2.0§) - armature resistance, L, = ().1 H - armature
. . co2
inductance, Kb = Q—VW‘]SSC— CEMF constant, J = 0.5—N Tazec — motor & load (robot arm) inertia, and
B = 0.7% is the motor & load linear friction coefficient.
|r|| .I."] |_." L L] I'.|-|
o - - = b ' T (1 1 inad | r."!u.lij']
—h-.'. .—Hu'.—h- & i .-l'_.'r--J-' I-."_l: - - -
i
Fropar ol
Cpimeedler

Z|.

F

Find the closed loop transfer function between reference angle ®ref and the load position angle . Next, find
the critical value of the controller gain, Kcm't, such that the closed loop system is marginally stable. Find
the corresponding value of the resulting oscillations, Wyse, in rad/sec. Next, determine the practical range (or
ranges) of the controller gain /X, for a stable operation of the closed loop system.
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2.6.12 Example

Consider a unit feedback system under Proportional Control, K. The process transfer function G(S) is
described as follows:

G(s) = —(51)(2?8?(520)

What is the critical gain, Kcritr at which the system will be marginally stable? What is the frequency of
oscillations, Wyge, at that gain?

2.6.13 Example

Consider a unit feedback system under Proportional Control, as shown:

Proportional
Control

R(5) ¥(s)
e 10

s +45° +55+1

Find the closed loop transfer function of this system with K as its parameter and determine the system
characteristic equation. Determine the range of values of the Proportional Gain K sothatthe system response
remains stable, and the critical value of the gain, Kcm'tv for which the system becomes marginally stable. What
is the frequency of oscillations, Wgge Of the system response when the system becomes marginally stable?

2.6.14 Example

Consider a unit feedback system operating under Proportional Control (Controller Gain is K, where the
process transfer function is described as follows:

Find the closed loop transfer function of this system and the critical value (or values) of the controller gain,
Kcritv such that the closed loop system is marginally stable. Find the corresponding value (or values) of the
resulting oscillations, Wyse in rad/sec. Next, determine the practical range (or ranges) of the controller gain, Kp
, for a stable operation of the closed loop system.
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CHAPTER 3
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3.1 Basic Block Diagrams Continued

Recall the Basic Block Diagram operations from Chapter 1.6: blocks in series, blocks in parallel, and a basic closed
loop. These simple rules of Block Diagram simplifications are not always sufficient. For example, consider the
block diagram below:

i, =
- E ]+ 2 + X, ] ¥
ﬁb,b—fFl b‘ i-['r'_. b’b—“l - G (T
- | ,.:H_rl " | II
H, s
| H, =

Figure 3-1: Block Diagram Reduction Example

Y(s)
(5)" we need to look at some other rules, as

In order to calculate the system transfer function, G(S) =

=

follows.

3.1.1 Moving the Summer in Front of a Block

Consider the segment of the block diagram in Figure 3-1, shown in Figure 3-2. It cannot be “collapsed” using
the closed loop formula, or a series of blocks formula, or a parallel blocks formula. Pay attention to the signal
in a blue frame. The feedback signal H{{ - Y connects to the “inner summer” where it is added to the signal
X1 . GQ. The signal in the blue frame is an output of the “inner summer”, and therefore it is equal to. The signal
in the blue frame is an output of the “inner summer”, and therefore itisequalto X1 - Gy + H7 - Y.

Consider now the same segment of the block diagram, but with a small modification as shown in Figure
3-3. The “inner summer” is moved in front of block G2 — to maintain the signal equivalency, the feedback

signal H1 - 'Y is now fed through block GL2 Note how the signal H1 Y - GLQ travels (red arrows) around the

feedback loop and finally is fed through block GQ— on the output of that block it is added to signal Xl . G2 and
thus the signal in the box is still equal to X7 - (G9 + H7 - Y. The equivalency of signals has been maintained.

However, unlike the diagram above, its equivalent below can be now easily be “collapsed”: blocks Gg and Gg
can be replaced by their product, next the feedback loop formula can be applied to them H2 with as feedback,
the result can be putin series with block G4and finally the feedback loop formula can be applied, with H1 . Gig

as feedback.
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Figure 3-2: Moving the Summer in Front of the Block Part 1

)
@,

Figure 3-3: Moving the Summer in Front of the Block Part 2

Note that if a summer were to be moved behind the block, the additional gain would be equal the value of the
block gain, instead of its inverse.

3.1.2 Moving the Take-off Point Behind a Block

Consider the same segment of the block diagram in our example, and focus on Xg the signal , as shown in
Figure 3-4. Again, any adjustment must maintain the signal equivalency. Pay attention to the output of block
Gg - signal X3 — it is also the signal entering block . Consider now the same segment of the block diagram,
with a small modification, as shown in Figure 3-5.

57 | 3.1 Basic Block Diagrams Continued



Figure 3-4: Moving the Take-off Point Behind the Block Part 1

Figure 3-5: Moving the Take-off Point Behind the Block Part 2

The take-off point is moved behind block G4 and at the same time a block GL4 is placed in the path of output

signal Y = G4 : Xg. As a result, the signal being fed to block H2 is still equal to Xg. At this point it is easy
to see that blocks G3 and G4 can be replaced by their product, and then the feedback formula applied with
Hl as feedback, the result is put in series with block G2 and again, the feedback formula can be applied, with

H2 . G%; in feedback. Thus the whole diagram can be successfully “collapsed”. Note that if a take-off point were

to be moved in front of the block, the additional gain would be equal the value of the block gain, instead of its
inverse.

3.1.3 Summary

Moving the Summer behind the Block:
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R(s) Y®) R(s)
X(s) X(s) e

(B(s) + X (s)) - G1(s) = R(s) - G1(s) + X (s) - Gu(s)

Moving the Summer in front of the Block:

-Ym . -Ym

R(s) )+ X(s) = )+ X(s) & (s) -G1(s)

Moving the Take-off Point behind the Block:

R(s) <= () i m L
1
B R(s)

Moving the Take-off Point in front of the Block:

R(s) Y(s) R Y(s)
Y(s) Y(s)
Y (s) = R(s) - G1(s

59 | 3.1 Basic Block Diagrams Continued



3.1.2 Example of Block Diagram

Let's now go back to our example, shown in Figure 3-1. Moving the take-off point behind the block, as shown in
Figure 3-5 results in a diagram configuration that can be easily “collapsed” using series and closed loop formula:

G = Y _ G1G2G3Gy
T R T 14G1G2G3G41H3—G3G4H1+G2G3 Ho
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3.2 Signal Flow Graphs

3.2.1 Introduction

We have just demonstrated that transfer functions of systems represented by block diagrams can be found
by applying the rules of block diagram algebra and their reduction. A simpler approach, referred to as “Signal
Flow Graphs” will be now introduced. Theory of flow graphs follows theory of solutions of sets of algebraic
simultaneous equations — both the block diagrams and signal flow graphs are graphical representations of
algebraic equations. In 1953 Samuel J. Mason (1921-1974), working at M.I.T., published a paper in which he stated
the gain formula now used to determine transfer functions from signal flow graphs.

Mason’s Gain formula is basically a short-hand representation of the Cramer’s Rule that is used to solve sets
of algebraic equations. Block diagrams consist of blocks, summers, take-off points and signals with arrows
indicating a direction of a signal flow. Signal flow graphs are much more succinct and only include nodes for
signals and branches for gains. Any signals entering a node are assumed to be added or subtracted, as indicated
by the polarity of the branch gain - thus for the incoming signals the node acts as a summer. Any signal leaving
the node is assumed to carry the value of the signal represented by that node - thus the node also acts as a
take-off point, for all outgoing signals. Figure 3-6 shows basic equivalencies between a block diagram and a
signal flow graph. Using these basic definitions, the block diagram shown in Figure 3-1 can be re-drawn as a
signal flow graph shown in Figure 3-7.
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node G(s)
branch
R(s) Y(s)
R(s)
e YO D—=—O
G(s)
Rs) R(S) G (s) Y1{5)=G1(5)R{5)

S
A P

-+

Gy(s)

R,(8) *

Figure 3-6: Basic definitions for Signal Flow Graphs.

G
() Y (5)=G (SIR(S)

Y(s)
Ry (s) Y(s):RI {s)G1{s)+|% (5)@2(5)

G,()

Gy(s)

R(S)

Figure 3-7: Equivalent Signal Flow Graph
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3.2.2 Introduction

Consider again the block diagram example shown in Figure 3-1, where we want to calculate the I/O relationship,

Y (s)

the transfer function G(S) = R(s) An alternative to a tedious block diagram reduction is to consider

algebraic equations that are represented by this block diagram, and to apply the Cramer’s rule of solving sets of
simultaneous algebraic equations. Recall that the Cramer’s Rule is as follows:

Ax=B
ty dy -y, A |
ﬂ"l .., U | ' X, h, Equation 3-1
_ﬂnl a.ll 13 o ﬂ.ll 1| _'r.ll h.ll
boay, o oa, a, a, - b
1y ol a, dy by
¥, = i —_ h" ﬁl": - ﬂ-’“’-‘ v ‘ﬁ“ ﬂ.«-l "'1.-.-_? e ‘I']," Equation 3-2
] - - e : " = =
A lay, 4 a, A la, a, da,
fdy dy o fy dy oy,
|::l'ul ﬂ.'r: o ﬂl.'.'u IIj.l.ll II'T.-.'l e ﬂ.-.'u

In Equation 3-2, A is defined as the Main Determinant of the set of linear equations shown in Equation 3-1, and
Az’ is defined as a co-factor of the variable ;. Algebraic equations describing the block diagram in Figure 3-1,
or its equivalent signal flow graph in Figure 3-7, can be written up as:

E=R—-H3Y

X1 =G1E — Hy X3
Xo =X1G2 + HiY
X3 = XoG3

Y =G4 X3

They can be re-written in a matrix form as:
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10 0 0 H J[E] [R]
-G, 10 H, o0 |!lx/!| lo
0 -G, 1 0 -H||x,|=|0

0 -G 1 o0 ||x| |o

o 0 0 -G, | v |o

1 0 0 0 R
-G, I 0 H, 0
0 -G, 10 0
0 0 -G, 1 0
yoA 100 0 -G 0 |
A 1 ] 0 0 H; Equation 3-3

In Equation 3-3, the Main Determinant of the equation set, and also of the system represented by the block
diagram, can be found, following the rules of matrix algebra:

| 0 il 0 M,

-G, | 0o H, © 1 Tl

y . - 1 o -M
A=l B -G 1 0 -H|=l{-1)"] -~ :
: 0 -G | ]
B 0 -5 1 0 e e
B o © -G | ]
0 0 ] H ' b -H
G-y % V0 - ple 1 o
kb e T I TR STl et e B0 ke 2
| S -
0 :
B M, d -G, 1 ]
t-GE -G 1 o+GH 0" 0 -G 1 |-
6 -G, 1 0 L

w | = Gy + GOy = G (=00 =0y M- ) =
=1+ G GGG, = GG H GG

Similarly, the Co-factor for variable Y can be found as:
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| L] Ll i R

G 1 0o H, O G, 1 0
A, = 1 = i(r | i Ol=R(=C) O = {r, | | =
0 0 -G, 1 0 0 0 -G
] 0 0 -G, 0

R (=G )W=G, W =G, )N=-G,) = RG,G,G.G,

Finally, the transfer function of the system can be found:

v Ay RG1G2G3Gy
T A T 14G1G2G3G4H3—GoGa Ha+G2G3 Ho
Yy — Y G1G2G3Gy

— R = 1+G1G2G3G4H3—G3G41H3+G2G3 Ho

This is of course identical with the solution derived through the block diagram reduction. What follows is called
the Mason’s Gain formula, and it is a short-hand notation of the Cramer’s Rule result. The Mason’s Gain formula
defines a few simple to follow rules that allow us to write the transfer function of the system by inspection,
without going through solving the algebraic equations describing the signal flow (or block diagram).

3.2.3 Mason'’s Gain Formula
The Mason'’s gain formula is written as:

G(s) = =it

A Equation 3-4

where A is the Main Determinant of the system described by a signal flow graph. The system characteristic
equation is then A(S) = 0. The Main Determinant is defined as:

A=1-— <Zk Lk> —+ (Zk LZLJ) — <Zk; LanLm) + ... Equation 3-5

Note that the Main determinant always starts with a 1, and the signs in front of all the remaining terms follow a
checker-board pattern, starting with a negative sign (i.e, -, +, -, +, etc.)

Other terms appearing in the formula are defined as forward paths H and their Co-factors Ai, and loops Li.

A Loop is defined as any closed signal path within the signal flow graph, as long as none of the loop components
(neither a node nor a branch) is traversed twice.

Z Lk— this expression corresponds to a sum of all loops in the signal flow;
Z LiLj —this expression corresponds to a sum of products of all non-touching loops taken two at a time;

Z LleLn — this expression corresponds to a sum of products of all non-touching loops taken three at a
time, etc,, etc.....
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Pz' —this expression corresponds to a path in the signal flow, defined as any way through the signal flow graph
from the input to the output which does not go through any nodes or branches twice.

Az’ — this expression corresponds to a cofactor of a given path - it is created from the main determinant by
dropping from it all expressions containing loops touching the given path.

When the Mason’s gain formula is applied to the signal flow graph from our example in Figure 3-7, the result is

as follows:
L1 = GsG4Hy
Ly = —G2G3Ho

Ly = —G1G2G3G4H3
A=1-(Li+ Lo+ L)
Py = G1G2G3Gy

A =1

G(s) = Pr-A; G1G2G3Gy
A 1+G1GoGsG4 Hy3—G3sG4H1 +GoG3 Ho

Of course, this result is identical with the ones obtained before, through block diagram reduction, and through
Cramer's Rule.
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3.3 Examples

3.3.1 Example

Consider a system described by the signal flow graph as shown below. Find its transfer function, G(S) = U0

, using the Mason'’s Gain formula.

Uls) Y(s)
R G(S) —

— e —

-! ._,.--""'. .___._._..: | __ 1

‘-L.I,x’_.ﬁ.é*.ﬂhbh’z*

L)

-4 -5 il

3.3.2 Example

Consider a system described by the signal flow graph as shown below. Find its transfer function, (S) = U(s)"

using the Mason’s Gain formula.

1 ¥iE)

3.3.3 Example

Consider the transfer function shown and sketch a signal flow graph to represent it.
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L 243543
G(s) = 5+652+11516

3.3.4 Example

Consider another similar example and find a signal flow graph representation for G(s) as shown, and sketch a
signal flow graph to represent it.

_ 1052
G(s) = 1os2+2s7s+15

3.3.5 Example

Consider the signal flow graph below. Apply the Mason’s Gain formula to obtain its transfer function. This is a
difficult example. Expect 11 loops and 7 paths in the signal flow graph. Try to keep your loops and paths in an
organized way - the suggestion is to number the nodes, and write out the loops and the paths using the node
numbers.

3.3.6 Example

Consider the signal flow graph below representing a system with two inputs. Apply the Mason’s Gain formula to

Y
determine both the system transfer function, here referred to as Tl(S) = %and the disturbance transfer
Y
function, which is referred t as T2 (S) = Dgz;
reference
RIS) g [T RO Y(s)
-
— e system output

D=l
disturbance
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3.3.7 Example

Consider the signal flow graph below. Find the transfer function of the system. What is the system order? What
is the system DC gain? What is the system high frequency gain? What kind of a filter would that be?

2
1 B 1 1
o909 -0 0
I".‘::" i ----...- .“".____ ___.-;,-"
N -2 -33,’
e, .___.-'J-'

3.3.8 Example

Consider the signal flow graph shown. Complete the Table below, then find the system transfer function

G(s) =12
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3.3.9 Example

Consider the signal flow graph shown. Complete the Table below, then find the system transfer function

Y (s
G(S) = % write out the system characteristic equation and check if G(S) is stable.

| Hire ey baags foe L || Heme sy 2o bimphing Heme sy o bimpching Here /o @y pin ddor Tes
el Thira P ? by | i 7 Ivhlets il s il Thira P
- _j--_ . i
- .\' - - i " "
Y i ",

59

®
4

9

Kis)y 1L E
NN i /
".'- s .-'- "ll
N " ;
N, e - Py
", % 3 X i
", = ."'.
. -

3.3.10 Example

Consider a signal flow graph as shown. Find the closed loop system transfer function. Show all loop and path
gains, calculations for the cofactors, the main determinant of the signal flow graph, and the final transfer
function of the system both in the polynomial ratio (TF) form, as well as in the pole-zero-gain (ZPK) form.

Compute the analytical system response to a unit step input.
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3.3.11 Example

Consider again the servo-control system for a position control of the robot joint from Example 2.6.11, shown in
Figure 2-3. We found its transfer function using simple block diagram reduction. Now, do it using the Mason’s
Gain formula.

3.3.12 Example

Consider yet again the servo-control system for a position control of the robot joint from Example 2.6.11, but now
modified to allow for modeling of a disturbance and shown in Figure 3-8. Find the transfer function between
the disturbance torque 1 ;5 and the output load angle @load :

Gaist(s) = Otoad(s)

Tqist(s)
By 2] 1=ttt Gl %)
— K, —!{:}—PITI—I- .

Prapsmiional
Cotrirolier

B

Figure 3-8: Block Diagram of the Robot Joint Positioning System, with Disturbance
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3.3.13 Example

Now let's consider a speed-control servomotor system under Proportional Control, as shown in the next
figure, which is a variation on the previous servo-control configuration. Here, Wref (t) is the reference angular
velocity signal, w(t) is the actual angular velocity signal, and Tdist is a torque disturbance. This analog
control system utilizes the same armature-controlled DC motor, but with a speed pickup arranged through a

v.S€ec . . .
tachometer Kt =0.2 rad . The remaining systems parameters are as in the previous servo-control examples:

Ka = 10% — amplifier gain, Km = QN;Am — motor torgue constant, R = 2€) - armature resistance,

. 2
L = 0.1 H -armature inductance, Kb = 2%—CEMF constant,J = 0.5%—motor&load inertia,
and B = 0.7%— motor & load linear friction coefficient.

Set the Proportional Gain K =1, and use the Mason’s Gain formula to derive the closed loop system transfer

Q Q
function Gcl (s) = ﬁfs()s) and the disturbance transfer function Gd(S) = #f()s) and write an expression

for the system output, i.e. the angular velocity.

{_.(7) _
. F2) "
- K —rQ—r- K
Foild) .
% Proparti ol
Conbroller

Figure 3-9: Block Diagram of the Robot Joint Positioning System, with Disturbance

3.3.14 Example

Consider two systems represented by two SIMULINK diagrams shown. ldentify the important difference
between the two of them, and show how it will affect the Mason’s Gain formula used to find transfer functions
of the two systems. Find both transfer functions, G'1 (S) and G2 (8)
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Output Y(s)

L 4

Reference R(s)

| =

|1 | 10 O]
: : </ |

Output Y(s)

Reference R(s)

3.3.15 Example

Consider the feedback system shown below:
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L=}

. _ 5 " Fig)

Tim 5 =

Y(s
Apply Mason'’s Gain formula to obtain the system transfer function G(S) = % and the disturbance transfer

function Gd(S) = D(s)

3.3.16 Example

Consider the following signal flow graph, where the system parameters are as follows:

a=1,b=3,c=2,d=1,e=2.

Y(s)

Apply the Mason’s Gain Formula to find the system transfer function G(S) = R(s) Once you have the transfer

function, find the system poles, zeros, multiplier gain, DC gain, and then write out the transfer function in the
TF format as well as in ZPK format. Derive the analytical function describing the step response of this system.

3.3.17 Example

Consider the following signal flow graph representing a certain control system:
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~
=

Y (s
Apply the Mason’s Gain Formula to find the system transfer function G(S) = % and write out the transfer

function in the TF format (polynomial ratio). Find the analytical expression for a response of the system to a

normalized unit step reference.

3.3.18 Example

Consider the following transfer function of a certain process G(s):

_ 25+100
G(s) = 349524265124

.-"'-FF. -
r S
.-,-"- .-"-___-'-. .H.I
.-'- "'-.-.- -\-\-\-\..\""\. I
i r4 ¥
L t g L N
e et o b oV a il W e
. [ e L o~ J{ =1 ] [ 1

U(s) F(s)

Complete a signal flow graph diagram so that it will represent G(s). Justify your sketch by applying the Mason'’s
Gain formula to verify the transfer function. Assume that the process G(s) is going to work in a unit feedback
closed loop system under Proportional Control. Find the practical range of values for the Controller Gain Kp for
a stable operation of the closed loop system, and the value of Operational Gain, Kop such that the Gain Margin

is 2.

3.3.19 Example

Consider the block diagram of a servo-control system for one of the joints of a robot arm, shown next.
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Pl Conbrolisr

7 (5]

iy (5]

Flerence Speed

The input is the reference angular velocity (speed) for the robot arm, the output is the actual load velocity of
the arm, and the forward path contains a Proportional + Integral (Pl) Controller, a calibration gain, motor and
robotic arm dynamics and a gearbox. The Proportional + Integral (Pl) Controller is described as:

Ge(s) = Kp + %

Find the closed loop system transfer function, Gcl (S) in terms of the Pl Controller gains, Kp and Ki Next, find
the practical ranges of the controller gains, Kp and K;, such that the closed loop system is stable.

3.3.20 Example

Consider again the block diagram of the servo-control system for one of the joints of a robot arm, discussed
in Example 3.3.19. Apply Mason’s Gain Formula to compute the transfer function of the closed loop system and
check to see that the result is the same.

3.3.21 Example

Consider the block diagram of a servo-control system for one of the joints of a robot arm, shown next.
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It is very similar to the one in Example 3.3.19, except the input is now the reference angle (position) of the robot
arm, and the output is the actual load position of the robotic arm, as opposed to the velocity of the arm. The
forward path contains a Proportional + Derivative (PD) Controller, a calibration gain, motor and robotic arm
dynamics and a gearbox. Find the closed loop system transfer function, Gcl(s), in terms of the PD Controller
gains, Kp and Kd. The Proportional + Derivative (PD) Controller is described as:

Next, find the practical ranges of the controller gains, Kp and Kd, such that the closed loop system is stable.

3.3.22 Example

Consider the block diagram of a servo-control system for one of the joints of a robot arm, shown next, very
similar to the one in Example 3.3.21, where the input is the reference angle (position) of the robot arm, and
the output is the actual load position of the robotic arm. However, observe the small, but significant difference
in the placement of the feedback loop. The forward path again contains a Proportional + Derivative (PD)
Controller, a calibration gain, motor and robotic arm dynamics and a gearbox. Find the closed loop system
transfer function, Gcl(S) , in terms of the PD Controller gains, Kp and Kd. Next, find the practical ranges of
the controller gains, Kp and Kd, such that the closed loop system is stable.
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3.3.23 Example

Consider a certain process that is represented by the following signal flow graph:

Apply the Mason’'s Gain Formula to find the transfer function G(S) it represents. Next, answer the following
questions: What is the process DC Gain? What is the process transfer function Gain? What are the initial and
final values of the process impulse response? What are the initial and final values of the process step response?

3.3.24 Example

Part 1. Consider a signal flow graph as shown. Find the transfer function G(S) it represents. Show all loop and
path gains.
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Part 2. The process G(S) is to work in a closed loop configuration as shown next. Find the closed loop transfer
function of the system and establish the range of positive gain K values that would result in a stable closed loop
system response. Find the critical gain at which the system would be marginally stable.

Proportional
Control

R(s) - Ufs) Y(s)
K o G(s)

L
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4] Introduction

Recall that the Implicit Control Objective is to ensure that the closed loop system is stable. Once that is achieved,
the Explicit Control Objective is to force the process output to follow, or track, a desired reference signal, even
in presence of an unexpected, and unwanted, disturbance. The reference signal may be constant, in which case
we refer to the control system as the Regulator System, or varying, in which case we refer to the control system
as the Tracking System. A special case of Regulation is when the constant reference signal is equal to zero. In
Regulation, the most important objective is to effectively reject disturbances. In case of tracking, the accuracy,
or quality, of the response (i.e. how close the output is to the reference) is important both in the steady state and
in transient.

Examples of signals — steps, ramps, sinusoids, parabolic, and any arbitrary time varying signals. Note that in a
Linear Time Invariant (LTI) system, an arbitrary time signal can be seen as a superposition of a set of standard
signals. We need to evaluate how well the process is doing. Quality of response has to be quantified. This can be
done through:

Performance Specifications

Performance Indices

Transient behavior specifications — based on Step Response
Steady state behavior specifications — Error Analysis
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4.2 Standard Time Inputs

Since there is an infinite number of possible inputs (trajectories) that a control system may have to follow, it
is impossible to test all of them. Thus, we do testing with Standard Inputs that are power of time functions as
shown in Table 4-1.

o(1) 1

i
l

1(¢) 1

t-1(r) 1

|
sloglik]

1.2
=1t —
> )

|
5

Table 4-1: Standard Power of Time Inputs

Since we assume that we are dealing with LTI systems, the Principle of Superposition holds:

Any arbitrary signal can be built using these Standard Power of Time Inputs (“building blocks”);

The response to a complex input that is a sum of those, will be a sum of responses to each of the Standard
Inputs;

As long as the system response to each of the Standard Power of Time Inputs is adequate, the overall
response will also be adequate.

We will consider two time frames: Transient, and Steady State, as illustrated in Figure 4-1. Step input, because
of its discontinuity, is a very “harsh” input for a control system to follow and thus is chosen as a standard testing
input to check for the quality of a system Transient Response. Higher order of time signals are also required to
adequately test for the quality of the system Steady State response.
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Figure 4-1: Step response of a System

The next section will provide definitions of several “Figures of Merit” to judge the quality of the transient
response and the steady state response. They are: Percent Overshoot (PO), Settling Time (Tsettle)v Rise Time (
T);se)and Steady State Error for a step response in % (ess(step)). All these Figures of Merit, or “Step Response

Specifications”, can be read off the graph of the actual step response, which can be obtained experimentally, or

simulated using software.

HINT: In a test all the values have to be read off the graph and then the Step Response Specifications
have to be calculated. However, when you work on a lab or assignment project, you can use MATLAB to
help with that. MATLAB has several functions that can help with that; as well, a very handy m-file called
“stepeval.m” was written specifically for this course and can be downloaded from the course Blackboard
—see the Lab Folder.
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4.3 Step response specifications -
Definitions

4.3.1 Percent Overshoot

Maximum Overshoot is defined as:
MO = Ymax — Yss Equation 4-1

Percent Overshoot is defined as:

PO = yma;i_yss - 100% Equation 4-2
Ss
1" T T T T |
12} .

Maximum QOvershoot

Reference |

08f Iilll d Steady State Output
06 |

04

02+ | :

00'. 05 i 15 . 25 ; 35 4

Figure 4-2: Definition of Percent Overshoot

Note that while the constant reference signal (which can be referred to as 1rgg) in Figure 4-2 is shown as unit (1),
in fact it does not have to be that, and can be any value.
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4.3.2 Settling Time

The Settling Time 1 set4e is defined, as shown in Figure 4-3, as either Tsettle(:l:5%) - within 5% of the steady

state value, or Tsettle(:l:Q%) —within 2% of the steady state value.
T T

1.4 T
Reference

12f
|II I.II'\
. S T == r'(
T y 55

Steady State Output
06} ;’I -
098-y_
04Fr _l ~
i | ) | ]::erzrle{ﬁ%) i
];em’eﬁ %)
% 05 1 15 2 25 . 35 4

Figure 4-3: Definition of Settling Time

4.3.3 Rise Time
The Rise Time 1}jse is defined, as shown in Figure 4-4, as either calculated as time from 10% to 90% of the

steady state value of the output, ¥4, or from O to 100% of the steady state value of the output, Ygs.

4.3.4 Steady State Error

The Steady State Error €44 is defined, as shown in Figure 4-5 and Equation 4-3:

Tss — Yss %

€ss =

€55 = % -100%
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Figure 4-4: Definition of Rise Time
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Figure 4-5: Definition of Steady State Error
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4.4 Examples

4.4.1 Example

Consider a unit step response of an unknown control system as shown. Find the system step response
specifications. HINT: Read the required values off the plot, then compute the specifications.

Syl Beo reoome

LY i
0
ni
PO
i i

o e e
A e ol e
pihin 2 R o e el
withir 5 W of o vehue

E i z 3 L ] E
bEue W

4.4.2 Example

Consider the system described by a transfer function below. Find the system step response specifications.

_ 20
G(S) T 82425425

HINT: Simulate the system step response in MATLAB, plot it and read off the plot the required values.

4.4.3 Example

Consider the system described by a transfer function below. Find the system step response specifications.

_ 55
G(s) = 52455160

HINT: Simulate the system step response in MATLAB, plot it and read off the plot the required values.
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4.4.4 Example

Consider the response of a certain control system to a unit reference signal, shown below. Read off transient (i.e.
percent overshoot, rise time, etc.) as well as steady state specifications.
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51 Equivalent Unit Feedback Loop

Consider a typical single feedback loop system:

——— dralubanica digturbance

pput  SCNEING ST oo output
Ui'E E (8] Yish

Gis) [emed G G{s] -

n ]
Lo b B i o
Bia
Process

Figure 5-1: Typical Feedback Loop

In most cases the system will be non-unit feedback. For example, y(t) may be a temperature signal, and b(t)
will be a voltage signal out of a thermocouple (sensor). The input signal u(t) will also be a voltage signal. It is
pointless to make comparisons between u(t) and y(t). Let us introduce the reference signal, r(t) (a desired level
of output, and not a physical quantity), and the so-called system error, e(t):

Equation 5-1

These signals can then be introduced into the system block diagram:

careTElar desr b drtancs
v b L e R a—_ i
“TH] : Uil E i il
- 'H!llm"‘?"" G el --I G [ = (5(s)
w " + -
o ol i Aol
= ]
PO 55
His) [

Figure 5-2: Modified Block Diagram with Reference Signal

An equivalent unit feedback loop system will be then:
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Figure 5-3: Equivalent Unit Feedback Loop

The steady state error analysis can then be performed on the equivalent system, for the system error signal e(t)
(or E(s) in Laplace domain), and the reference signal r(t) (or R(s) in Laplace domain). However, in the physical
system the input is u(t) (or U(s) in Laplace domain), and the controller input is the actuating error ea(t) (or
Ea(s) in Laplace domain). Note that the equivalent unity feedback loop has the “open loop transfer function”,
G(s)H(s), in its forward path:

Y(s) _ Y{(s) G(s) _ _G()H(s) _ _Gopen(s)
= H(s) - H{(s) - I+G(s)H(s) — 1+G(s)H(5) — 1+Gopen(s) Equation 5-2
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5.2 Steady State Error Analysis in an
Equivalent Unit Feedback Loop

Consider a unit feedback loop system shown in Figure 5-4. Note that typically a system does NOT have a unit
feedback - this configuration is a result of an equivalent manipulation of the block diagram as shown above.

input e
Ris) =
w* G(s)
4
Controder Process

Figure 5-4: Unit Feedback Loop

The system error was defined in Equation 5-2. Assume the open loop transfer function of the system to be in
a polynomial form as shown in Equation 5-3 where N — number of integrators (poles at the origin) in the open

loop transfer function, is called the system type. System type affects the steady state accuracy of the system
response.

Ge(s)G(s) = Gopen(s)

Gopen(S) = #(f)(s) Equation 5-3

If the system is stable, then the Final Value Theorem applies:

ess = lime(t) = limg0SE(s)

E(s) = R(s) = Y (s) = R(s) = R(5)Gatosea(s) = R(s)- (1= 1552217;)

14+Gopen (s)
E(s) = R(s) 17,

14+Gopen(s) Equation 5-4
. . 1
ess = limg0SE(s) = limg0s.R(s). T+ Gopen (5)
. 1
€ss = lzme—)OSR(S)' 1+ N(s)
sV Q1(s)

521 Steady State Error for a Step Input

The steady state error can now be evaluated for three Standard Power-of-Time Inputs: step, ramp and parabola.
Let's start with a step input:

5.2 Steady State Error Analysis in an Equivalent Unit Feedback
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r(t) = 1(t) = R(s) = ;

. 1
Cgs = lzmsHosR(s).W —
sNQ1(s)
lims._msé.l_‘_ ]1\,(8) = Equation 5-5
sV Q1 (s)

: 1
lzme—)Ow
sNQ1(s)

Define the position error constant:

. . N(s) !
kpos = lzmsHOGopen(S) = l%ms,_m 75NQ1 (s) Equation 5-6
The steady state error is then:
ess = lim 1 = &
SS s—0 1+ N(s) 1+ Kpos Equation 5-7
sNQq(s)
Simp reasi Graph Azsilan Cormiant iy, Wiy Yl R 8y
I o S K lim hl'l:l
St Trpe = TR 1) £y = !
L+ Koy

W B K = ppmek

spen kaopl] &5 Bap = OOAED

Spters Tygs 1 - E " L {EY] 1

- P T T

lerE Niegralor n = =T qule) x'“‘

Efai kg Nz = = #,, =0

Spiler Tyaa 2 . " L PEH] : 1

" pan = - -
San ivagreiem e ] L+ Kpa
In cpma lzopl "'.P'hl - =0

Table 5-1: Position Constants and Errors for Step Input

Note on the plots, that while tracking in the Steady State improves as the system type goes up (i.e. the Steady
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State Error is reduced), the transient response of the system is becoming more and more oscillatory. This is
the result of a presence of integrators (one for System Type One, and two for System Type Two). The more
integrators in closed loop, the more difficult it is for the system to maintain stability. That is why we don't use
control systems of Type higher than Two.

An important observation here, that we will return to later, is that presence of integrators reduces relative
stability of a system, i.e. reduces the system Gain Margin.

5.2.2 Steady State Error for a Ramp Input

Check Laplace Tables entry for a ramp input:

r(t) =t.1(t) = R(s) = %

. 1
ess = limg 08 R(8). —x— =
sNQq(s) Equation 5-8
. 1 1 . 1
lzms,_ms.s—g.w = Z’Lms._ﬂ)ST
sV Q1 (s) sN=1Q1(s)

Define the velocity error constant:

. . N(s .
Kfv == 11m8|_>0 SGopen(S) == 11m3_>() W%Q)I(S) Equatlon 5-9

The steady state error is then:

: 1 1
€ss = limg 0 Y N T K,

m Equation 5-10

5.2.3 Steady State Error for a Parabolic Input

Check Laplace Tables entry for a ramp input:

r(t) = 5t*.1(t) = R(s) = %

-2
: 1
ess = limg 50 5. R(8). —x@— =
sNQq(s)
. 1 1 i -
hm3|_>() ng = Equation 5-11
sNQ1(s)

. 1
limg, 0 PO
8 sN=2Q1(s)

Define the velocity error constant:
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_ 1 2 1 N(s)
Kpos = limg 0 s Gopen(s) = limg 0 SN=2Q1(s) Equation 5-12

The steady state error is then:

— 1 _ 1 _ 1
ess = liMg 0 5 N(s) =%, S
sN=2Q(s) quation 5-
Rarsp lpe Grazh ———— Nleahy 140 creat £,
I S - N(s) 1
' B = ) -
|3 e AL iR ]
g ket K, =0 By =
iem Teae L — N 1
Smiom Tase - s H'. =l .ﬂ.i Py —
a=or gy i) b Ry
lzrE mlcgreloe i p
B b | N, = fonst @y = Canse
briters Pppe 2 1 — N[5] i
. K Efmi F r  —
Foang -l () = Ky
I agratcne
in cpean boog| K, = By =

Table 5-2: Velocity Constants and Errors for Ramp Input
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Table 5-3: Acceleration Constants and Errors for Parabolic Input
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5.3 Examples

5.3.1 Example

Consider a unit feedback control system under Proportional Control as shown:

Ris) +

Proportional Control

K

-

5

)

10

+25+135

Wish

Find the closed loop system type, error constants and errors.

5.3.2 Example

Consider a unit feedback control system under Proportional Control as shown:

Ris) +

Proportional Control

K

B =i

¥is)

Find the closed loop system type, error constants and errors.

5.3.3 Example

Consider a unit feedback control system under Proportional Control as shown:
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Propartional Control

Riz) + g

- e

Find the closed loop system type, error constants and errors.

5.3.4 Example

Consider a plot showing a closed loop response of a certain control system in a closed loop configuration to a
normalized unit reference input. What is the System Type, N?

14 . - . - = =

12

08
[i}.]
D4+ 4

{10

5.3.5 Example

Consider the rotational positioning control system as shown, subject to a torque disturbance, Tdist(s) and
with a reference position signal, Qref(s)- Using normalized units, assume a unit reference signal and the
disturbance of a 0.2 magnitude. What condition would the Proportional Gain Kp have to meet in order to
maintain the steady state error of the system response to be less than 10%?
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5.3.6 Example

Consider again the system under Proportional Control, as shown in Example 2.6.4. Find the range of operational
gains such that the system is stable AND the steady state error to the unit step reference signal is less than 10%.
When the error is exactly 10%, what is the system Gain Margin? Is it possible to operate the closed loop system
that the steady state error requirement is no more than 5%?

5.3.7 Example

Consider again the block diagram from Example 2.6.3. What is the System Type? Determine the system error
constants and the corresponding closed loop system errors when the system tracks a unit step reference signal,
a unit ramp reference signal and a unit parabolic reference signal.

Next, find the range of operational gains such that such that the system is stable AND the steady state error to
the unit step reference signal is less than 10%. When the error is exactly 10%, what is the system Gain Margin? Is
it possible to operate the closed loop system that the steady state error requirement is no more than 5%? If yes,
why? If no, why?

5.3.8 Example

Consider the following block diagram describing a system under Proportional-Integral control (PI):
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¥ Y(x)

Ris) + |
'C) ' 5° +55+2

| -

Part 1. Find the system closed loop transfer function, Gcl(s), in terms of the controller gains Kp and K7

Part 2. Determine the System Type, and calculate the position, velocity and acceleration constants
Kpos, KU, Ka and the corresponding steady state errors to unit step, ramp and parabolic input signals, all in
terms of the controller gains Kp and Ki.

Part 3. Use the Routh-Hurwitz criterion to obtain an expression for gain Kp in terms of gain Ki so that the

closed loop stability is achieved.

Part 4. Find the minimum values of Kp and Ki such that the closed loop stability is achieved and the steady
state error to an input signal T’(t) =3+ 2t,t > Oisless than or equal to 0.1 V/V.

5.3.9 Example

Consider the following block diagram describing a system under Proportional + Rate Feedback Control:

R':,” l ¥is)

K . .

K, §

Determine the system type, error constants and errors in terms of the system controller gains. Next, assume
the steady state error for the closed loop response is supposed to be 10%. What should be the value of the
Proportional Gain?
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5.3.10 Example

Consider a response of a certain closed loop control system to a unit reference signal, shown in figure below.
Read off appropriate values and/or calculate transient specifications (
PO, Tm’se(lO%—QO%) , Tsettle:l:2%7 Tpem’od) and identify system type, errors and error constants.

i Ryslem Siep regponse

o1

12

aEE — — "._I'

&

18] 2

5.3.11 Example

An actuator/process in a unit feedback closed loop configuration has the following transfer function:

(s}

20 Fis) N
(s +1) )

Part 1. Determine the system type number, and calculate the system error constants Kpos; Kv and K.
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Part 2. Find the steady state error to an input signal T(t), where T‘(t) =3t + e_t, t> 0.

5.3.12 Example

Consider the following block diagram describing a system under Proportional-Integral control (PI):

R(s) s Ll I F(s)
— 4. |
— M ey — »
g —— 5 +35+1 |
h ¥ -
)

Find the system open loop transfer function, Gopen(5)~ Determine the system type number, and compute
the position, velocity and acceleration constants Kpos, Kv, K, and the corresponding steady state errors to
unit step, ramp and parabolic input signals. Use the Routh-Hurwitz criterion to obtain an expression for gain
Kp in terms of gain Ki so so that the closed loop stability is achieved. Find the minimum values of Kp and
K; such that the marginal closed loop stability is achieved and the steady state error to an input signal signal
T(t) =3+ Qt, t> O is less than or equal to 0.1. Compute the resulting closed loop system pole locations.

5.3.13 Example

Let us re-visit the feedback system from Example 3.3.15, where we found the system transfer function using
Mason’s Gain Formula. Let us consider continuing with this question — given the unit reference, calculate the
smallest gain /{7 that can be used if the steady state error to a step load disturbance d(t) is to be less than 1%.
Calculate the Gain Margin of the system at this value of gain Kl- Is the system stable?

5.3.14 Example

Let us re-visit the feedback system from Example 3.3.19. Recall that we determined the stability conditions for
this example. Next, consider the error requirements. The step response of the closed loop system should have a
steady state error of less than 5%, and the unit ramp response should have a steady state error of 0.15 V/V; Find
the required Controller gains, Kp and K;, to meet these conditions. Will the closed loop system be stable at

these values?
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5.3.15 Example

Let us re-visit the feedback system from Examples 2.6.11 and Example 3.3.12. Show why it is not possible to
operate the system so that the Steady State Error for a 45 step input is €ss(step)% — 1%. cauTION: 45°
Input of is NOT in S.I. units! Next, find the Controller gain such that the Steady State Error for a 45° step input is

5.3.16 Example

Let us re-visit the feedback system from Examples 2.6.11, 3.3.12 and 5.3.15, but consider now that the disturbance
signal is positive, as shown below. Let's also change the values of the system parameters, and of the inputs

— the systems parameters are as follows: Kt = (0.1%%% Ka = 50% — amplifier gain, Km = 1.5N+Am -

rad’
motor torque constant, & = 2{) - armature resistance, I, = ().1 H - armature inductance, Kb = 1-5%
)
- CEMF constant, J = 0.5% - motor & load inertia, and B = 0.7% - motor & load linear
friction coefficient, ere,fss = 50°, Tdisstss = 0.5N.m.
T o (%)
1 K :
I!-ll_"[.'.P M £ _:I- ] i EHAN l!l.li"""ti:l
— —|-|‘::|—||- [ __J'—t- | o - v
- Jr+ 8 |
&

Progsirtssisd
Corradlern

F 9

Show why it is not possible to operate the system so that the Steady State Error for a 500
step input is ess(step)% = :tl%. Next, find if it is possible that the Steady State Error for a step input is 50°

step inputis €gg(step)% = +2%.

5.3.17 Example

Let us re-visit the feedback system from Examples 2.6.11, 3.3.12, 5.3.15 and 5.3.16, but consider now the system
without the disturbance signal, as shown below. Let's also change the values of the system parameters, as

follows:

Ko, =30%, K, = 1.5 R=20,L=0.1H,

103 | 5.3 Examples



2

Ky = 1.5‘;}220, J = 0.5%, and B = 0.4%. Determine if it is possible to operate the system

at such Proportional Gain value, KO , that the Gain Margin, Gm, is equal to 2 V/V, and the Steady State Error for

the unit ramp input, ess(mmp), is equal to 0.1 V/V.

5.3.18 Example

Let us re-visit the feedback system from Example 3.3.19. In it, we derived the transfer function of the robotic arm
under the Proportional + Integral (Pl) Controller, where the input was the reference angular velocity (speed) for
the robot arm, the output is the actual load velocity of the arm. The transfer function was as follows:

Gcl(S) = 15(Kp8—|—Ki)

5342052+ (84+15Kp)s+15K;
We also investigated the system stability, and found the practical condition to be that both controller gains
have to be positive (KZ’ > (0 and Kp > ()) - see solution to Example 3.3.19 for details. Now let us consider the
following questions. The unit step response of the closed loop system should have a steady state error of less
than 5%, and the unit ramp response should have a steady state error of 0.15 V/V. Find the required Controller
gains, Ki and K, , to meet these conditions. Will the closed loop system be stable at these values?

Next, assume that the operating Controller gains are: Ki = 18, Kp = 3 Find the expression for a unit step
response of this system, H(t), t > 0.HINT: one of the closed loop polesis at—5.

5.3.19 Example

Let us re-visit the feedback system from Example 3.3.21. In it, we derived the transfer function of the robotic arm
under the Proportional + Integral (PI) Controller, where the input was the reference angular velocity (speed) for
the robot arm, the output is the actual load velocity of the arm. The transfer function was as follows:

Gea(s) = = 18Kyt Kp) 1

524(20+18K;)s+(84+18Kp)s s
We also investigated the system stability, and found the practical condition to be that both controller gains
have to be positive (Ki > ( and Kp > ()) - see solution to Example 3.3.19 for details. Now let us consider the
following questions. The unit step response of the closed loop system should have a steady state error of less
than 5%, and the unit ramp response should have a steady state error of 0.15 V/V. Find the required Controller
gains, qu and K, , to meet these conditions. Will the closed loop system be stable at these values?

Next, assume that the operating Controller gains are: Kp = 15, K = 2.5 Find the expression for a unit step
response of this system, H(t), t> 0. HINT: one of the closed loop polesis at - 9.

5.3.20 Example

Let us re-visit the feedback system from Example 3.3.22. In it, we derived the transfer function of the robotic arm
under the Proportional + Integral (Pl) Controller, where the input was the reference angular velocity (speed) for
the robot arm, the output is the actual load velocity of the arm. The transfer function was as follows:
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GCZ(S) = 18(KpS+Kp)

53420524 (84+18K ;) s+18K)p)
We also investigated the system stability, and found the practical condition to be that both controller gains
have to be positive (KZ’ > (0 and Kp > (J) - see solution to Example 3.3.19 for details. Now let us consider the
following questions. The unit step response of the closed loop system should have a steady state error of less
than 5%, and the unit ramp response should have a steady state error of 0.15 V/V. Find the required Controller
gains, Ki and K, , to meet these conditions. Will the closed loop system be stable at these values?

Next, assume that the operating Controller gains are: Kp = 15, Kcl = 2.HFind the expression for a unit step
response of this system, Q(t), t > 0.HINT: one of the closed loop poles is at — 9.

5.3.21 Example

Let us re-visit the feedback system from Example 2.6.14. In it, we derived the closed loop transfer function of the
system under the Proportional Control. The transfer function was found to be as follows:

o K- (s2+20s+100)
Getosed(s) = wrEhigerararys + (11 100K;)

Find the required Controller gain (Kp) so that all three of the following conditions are met:

Stable operation with a positive Proportional Gain;
Steady State Error for step input: €44(step)% <1%;

Gain Margin: Gm = 5%.
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6.1 First order systems

A first order system is described by the transfer function in Equation 6-1:

_ K _ Ky
G(S) T sta 37'+Cl Equation 6-1

G(S) has only one pole, and no zeros. Its unit step response can be derived as shown in Equation 6-2:

Y(s)=1G(s) = K =Ky Ko

s(s+a) (s+a)
K % s=0 %
Ky = si—(a ‘s:—a = % Equation 6-2
Y(s) = %% - %'(s—il-a)

t

y(t) = £.(1— et 1(t) = Ky, (1 . el:) (1)

Note that:

d K L

@ = et () |

d % Equation 6-3
a(0) = =2 0

If the unit step input is used, the process DC gain and time constant can be evaluated directly from the graph,
as shown in the following example.

6.1.1 Example

Consider a plot of the response of a certain unknown process, shown in Figure 6-1. We would like to derive a
model for this unknown system, i.e. a transfer function that would give a response closest to that of our system,
let's call it Gm(s) The response looks like an exponential rise with a non-zero slope at t=0, and is therefore
identified as the response of a first order process (system). As such, the response can be described by the
following equation:

y(t) = Kge(1 — e 7).1(t)
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Figure 6-1: First Order System response
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6.2 Second Order Overdamped Systems

Consider a second order system described by the transfer function in Equation 6-4. where transfer function G(s)
has two real poles, and no zeros. Its unit step response can be derived using partial fractions and is shown in
Equation 6-5. Its step response is shown in Figure 6-2.

2nd Order Cverdampad System Step Responss

= | T T

L]

clpn
P
h
L]
o

0Ll — .
. i 1] 9 ¥ | A5 40
tirme in saconds

Figure 6-2: Second Order, Overdamped Response

_ K _ K _ Kg. .
G(S) T S%2+as+b T (s+p1)(st+p2) (STl—l-l)((iSTQ—‘rl) Equation 6-4
y(t) = (ch =+ Kle_plt + K2€_p2t) : 1(t) Equation 6-5
Note that:

_ K dy\ _ .. _ K
G(S) ~ s2+as+b L (_t> =S Y(S) ~ 2Fas+b
Y(S) = % : G(S) = % : % limtﬁo (d_z;) =limg 00 5+ (rlfsﬂ)) =0 Equation 6-5

If the unit step input is used, the process DC gain can be evaluated directly from the graph, in the same manner
as we did for the first order system. However, unlike in the first order system case, the two Time Constants
cannot be found directly from the plot. For a second order (and higher orders as well) systems, the derivative
of the step response at t = 0 is equal to zero. This means that the step response is “S-shaped” towards t = 0. The
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closer the two Time Constants are, the more pronounced “S-shape”. If 77 << 79, the response may resemble
more the first order system response. If the “S-shape” is visible, the two Time Constants may be “guesstimated”
as shown in Figure 6-2. The Time Constants can then be iterated by simulation, through having the model
response plot adjusted for the “best fit” with the measured response.

6.2.1 Example

Consider a plot showing a response of a certain unknown process to a normalized unit step input. Derive an
appropriate transfer function model for this process.
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7.1 Second Order Underdamped Systems

Consider a second order system described by the transfer function in Equation 7-1, where C is called the
system damping ratio, and wy, is called the frequency of natural oscillations. We will later show that the system
oscillation depend on the value of the damping ratio C.The underdamped second order system step response is
shown in Figure 7-1 where different colours correspond to different damping ratios — the smaller the damping,

the larger the oscillation.

2

G(S) = chmu#w% Equation 7-1
Effect of damping ratio z on Z2nd order system response
1.4 . . .
N
fo
1.2+ f Ir_,ﬁ“n_ |
|'IH .-f'ﬁ\"m .-"'H_ B
1F |I .-’) s / — i
1} .|' __." I o .
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time in seconds, frequency of natural oscillations wn= 5 rad/sec

Figure 7-1 Step response of a Second Order Underdamped System

Recall that the solution for quadratic roots is as follows:
ax?’ +br+c=0
A =b? — 4ac

Depending on the value of /A, we will have three distinct cases:
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if A > O, there are two real, distinct roots. Note that this would be a case with the previously discussed,
second order system where we identified two Time Constants. Its response is referred to as an
overdamped response, and the system is called an overdamped 2nd order system, where the two poles
are:

—b—VA

_ _ +b+VvA

L1 = 2a y X2 = 2a

if A = 0, there are two identical roots, or we can say, one double root. The response is referred to as a
critically damped response, and the system is called a critically damped system, with a double pole:

—b
331:372:%

if A < O, there are two complex, conjugate roots, and the response is a sinusoid with an exponential
envelope. This oscillatory response is called an underdamped response, and the system is called a second
order underdamped system where the two poles are:

—b—jvV=A _ tbHivV-A

L1 = 2a » L2 2a

Applying the quadratic roots solution to the denominator of G(s), we have:

s+ 2wps+ w2 =0
A= (20wp)? —4-1-w? =4C%02 — 4w? =4w2(* - 1)

\/K = \/4w%(§°2 — 1) = an\/ CQ —1 Equation 7-2

Again, depending on the value of , we will have these three distinct cases.

IfC > 1 then A > 0 and the roots are real (i.e. the system is overdamped with two real poles, and there
are two exponentially damped transients);

IfC = 1then A > 0 and the roots are real and identical (i.e. the system is critically damped with two
equal real poles, and there are two transients — one is an exponential, the other is time multiplied by an
exponential)

IfC < 1then A < 0and the roots are complex conjugates (i.e. the system is underdamped with two
complex poles, and the transient is an exponentially damped sinusoid);

51 = —(QWp — Jwpy/ 1 — (? = Cwp — jwa
§1 = —Cwn + jwn\/1 — (% = Cwp + jwa Equation 7-3

The overdamped case was discussed in Chapter 6.2. It is of no particular interest in Control Systems design
because the system response time is slow — the system speed is measured by the Rise time and the Settling
Time. The critically damped case cannot be visually identified from the overdamped case and is of interest
only as the borderline behaviour between the two distinct cases: overdamped and underdamped responses.
From the point of view of Control Systems Design, only the latter is of interest, as an underdamped system
has fast response times. The downside of course is that the faster it is, the less damping, and therefore it is
more oscillatory, but in the design part we will learn to “fix” that. Transfer function G(s) in Equation 7-1 has two
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complex poles, and no zeros. The pole locations in the complex plane are shown in Figure 7-2. Init, 0 = Cwn is

called a decay rate. Its inverse, T = % = C% is called the time constant of the system.
. n

The pole locations in the complex plane are shown in Figure 7-2. Init,0 = Cwn is called a decay rate. Its inverse,

T = L _1 is called the time constant of the system.
o Cwn,
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Figure 7-2: Second Order System Pole Location
0 = Cwn
cos¢p = —%’" =(
n

sing = == wi_CQ =+/1— (2

Note that the damping ratio C can be calculated from the trigonometrical relationship shown in Figure 7-2.

_ Cwn __
cosp = =(
phi = COS_1C Equation 7-4
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The unit step response of G(s) can be derived using standard Table of Laplace Transforms:

_1 wy
Yitep(s) = 5 - Kac - T 2ot

ystep(s) — L_l Ystep(s)

Ystep(t) = Kge - (1 — i;fi—z;sin (wn 1—C2t+ cos1C)> -1(t) Equation 7-5

If the unit step input is used, the process DC gain and time constant can be evaluated directly from the graph,
as was illustrated in previous chapters. We will now demonstrate that the damping ratio and the frequency of
natural oscillations can be evaluated from the response plot as well.
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7.2 Response Specifications for the
Second Order Underdamped System

7.2.1 Percent Overshoot

Peak Time is defined as the time the oscillatory response reaches its maximum, as shown in Figure 7-3. let us
assume that the process is described by the transfer function in Equation 7-1. The Peak Time can be found as
the time corresponding to the maximum of the system step response. The maximum of a function is found by
taking the derivative and setting it to zero, but rather than finding the maximum of the time function, we use
the Laplace Transform domain, as shown in Equation 7-6.
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1 wy
ystep(s) = s Kqc - m

dystep(t) _ 1 w? _ w2
dt = SY(S) =55 Kae $2+20wnstw? T Kae §24+2Cwn s+w?

dystep(t) __ dystep(t)

@ = 0= g
=L KK R S = LUK L wn =0
- de §24+2¢wn sHw? de §242¢wn s+w? -

2
wn
5242Cwn s+w2

dystep(t) -1
sjf( ::1; l(dc'

—Cwn

= Ky - %\/_—C;sin (wn 1- C2t> - 1(t)

bt 2 Gy 2 i /T 5 1) =0

sin(wpy/1—C%t) - 1(t) =0 = wp/1 — Ct > wat =0
walpeak = 0L nm =0,m,27... Equation 7-6

The time Tpeak when y(t) reaches its maximum is at WdTpeak =T
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Figure 7-3 Percent Overshoot Derivation for a Second Order Underdamped System

From Equation 7-6 we now can calculate the Peak Time, Tpeak:

T =T = __ 7 )
peak Wy wnr/1—C2 Equation 7-7

Percent Overshoot can now be found by substituting the Peak Time, Tpeak into the step response function

described by Equation 7-5:
y’maz(t) = ystep(Tstep) = ch : <1 - %Sin (deld + ¢)> . 1(t) Equation 7-8

To solve Equation 7-8, use the trigonometrical formula for the sine of a sum of two angles:
(sin(m + ¢)) = sin(w) - cos(m) + cos(7) - sin(¢p) =0 — sin(¢) = —sin(¢p)

Recall that from Figure 7-2 we have:

sin(¢) = /1= 2

Thus:

(sin(m + ¢)) = —sin(¢) = —/1 = ¢?

Substitute this into Equation 7-8 for the output maximum:
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~ConTpeak . .
y’maw(t) = ysteP(TStSP) = ch : <1 - ﬁszn <de_d + (b)) ' l(t)

=Ky - <1 + e_CMLTPea’C) = Ky.- (1 + eigwn wnV 142) Equation 7-9

Finally, we can use the defining equation describing the Percent Overshoot, i.e. Equation 4-2:

PO:?Jcha%yss.loo%:W%;%-lOO%

—(r
PO =100- | ev 1-¢2 Equation 7-10

The relationship between Percent Overshoot PO and damping ratio C is inversely proportional, as shown in
Figure 7-4: The smaller the damping ratio, the larger the overshoot. When C = 0, the system is marginally
stable, i.e. the response show undamped oscillations of a constant amplitude, and PO =100%.

Equation 7-10 can be also solved for damping ratio if the Percent Overshoot is known, but it is tedious, hence
the suggestion to use Figure 7-4 to read off the value C of rather than compute it. The computation, if
performed, would be as follows — start with taking a natural log of both sides of the equation:

7471—
PO =100 | evi-=¢?

In( 29 ) = =
100 Vi-¢2
(m = —ln(%) 1—¢2

(o (e()))

19 | 7.2 Response Specifications for the Second Order Underdamped System



Relationship between z and PO
100 ¢

o) B VR AN

o PO =100-€V
T
e R R
S L S SR N

40 -------------- L"{ ----- - I o ——
30___________________""-.:H__-; __________ k=== ===== S
] L L LT T Apuysprppapepapon r hescmcmana -

PO - percent overshoot

1 U ..................... L mm e == = -:'"‘-Ie,_ ......... S

0 0.2 04 06 08 1
7 - damping ratio

Figure 7-4: Relationship between Damping Ratio and Percent Overshoot.

7.2.2 Settling Time

Recall the definition of the Settling Time, as shown in Figure 4-3. Also recall that the exponential decays to
approximately 5% of its original value after three Time Constants (i.e. 37) and to approximately 2% of its original

T
value after approximately four Time Constants (i.e. 4T). Thus, the function 1 — e~ will reach approximately
95% of its steady state value (i.e.), aftert = 37, and will reach approximately 98% of its steady state value (i.e.
1), aftert = 471

3T

e~ F = e 3 =0.0498,1— e 7 = e 3 =0.9502

4T

e 7 =e 1 =00183,1— e 7 =e 4 =0.9817

Now recall that the step response of the second order underdamped system in Equation 7-5 is an
exponentially damped sine function. The Time Constant of the exponential envelope is shown in Equation 7-12:

1 _ 1 .
T = - _Cwn Equation 7-12

Therefore the two definitions of the Settling Time can be described as follows:
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_ _4 _
Tsettle(:I:Q%) = Cwn Equation 7-13

— 3 4
Tsettle(:l:5%) = Cwn Equation 7-14

7.2.3 Rise Time

Recall the definition of the Rise Time, as shown in Figure 4-4. Consider the O to 100% definition — we are looking
for the time where the step response output crosses for the first time the steady state value, Ygg. The steady
state value of the step response as calculated in Equation 7-5, is equal to the DC gain:

Yss = limy o0 ystep(t)

= limy 00 {ch- (1 — i}% sin (wny/1 — 2t + cos™! ()) -1(1&)} = Ky, Equation 7-15

Therefore, when t = Trise(O—lOO%)' we have the output equal to DC gain:

y(Tm’se(O—lOO%)) = Yss = Kac

At the same time, substituting Tm’se(O—lOO%)We have:

S Trise(0-100%) .
Y(Trise(0-100%)) = Kac - | 1 — S wdlrise(0—100%) + ¢
What follows is:

CwonTrise(0-100%) .
Ky = Kge - <1 - GWS”L (wdTrise(Ofloo%) + ¢)>

eCwTLTrise(O—loo%)

V1-¢2 sin (wdTrise(O—loo%) + ¢) =0

sin (wdTrise(O—loo%) + ¢) =0

_ @m—¢ _ m—cos
Tm'se(O—lOO%) ~ wa \/@
n
T. _ m—cos_ ¢ .
rise(0—100%) — won/1-C2 Equation 7-16

Next, we will use a linear approximation to find the Rise Time from 10% of the steady state to 90% of the steady
state — we will assume that the 80% increase of the output corresponds to 80% of the time it takes for the
output to increase from 0 to 100%:
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Trise(10—-90%) ~ 0.8 - Trjse(0—100%)

w—cos ¢

Tm’se(lO—QO%) ~ 0.8 wi\/@ Equation 7-17

It can be shown empirically (i.e. by observation), that Equation 7-17 can also be approximated by another very
simple relationship:

~ 1.8 .
Trise(lO—QO%) ~ on Equation 7-18

7.2.4 Steady State Error

Recall the steady state value of the step response, shown in Equation 7-15 for the normalized unit input (
Tss = l)isequal to: Ygs = K j.. Note that, in general, Yss = K ge - T'ss Where the constant reference could
be non-unit. Next, substitute it to the definition of the steady state error in Equation 4-3:

Yss = ch *Tss
€ss = Tss — Yss
Cogoy = DiUss . 100% = rss(lr;K'dc) -100%

Tss

€ss% — (1 - ch) . 100% Equation 7-19

Equation 7-19 means that to minimize the closed loop steady state error, the closed loop DC gain, ch, should
be as close to 1 as possible. We can also look at the closed loop steady state error by considering the open loop
DC gain, K jeo = Gopen(o)‘ Increasing the open loop DC gain, K 4., — 00, brings the closed loop DC gain
closerto1: (ch — 1) ,and thus also reducing the closed loop steady state error. The relationship between
the open loop DC gain and the closed loop DC gain is:

cho

m Equation 7-20

The relationship between the closed loop steady state error and the open loop DC gain therefore is:

€59 = 100(1 — Kg.) = 100 <1 - %)
ess% = 100 (%) Equation 7-21

Equation 7-21 reinforces what we also see in Equation 7-19 — that to minimize the steady state error, the open
loop DC gain has to be as large as possible without destabilizing the system: cho — 00.

Now recall that the open loop DC gain is also a definition of the Error Position Constant:
Kpos = lim,_o Gopen(s) = Kico

Therefore, Equation 7-21 is the same as Equation 5-7. If the Position Constant, Kpos, has a constant value,
(Kpos = Const), the System Type is equal to and the steady state error always exists. Recall from Chapter
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5.2.1, that to reduce the steady state error to zero, €54 = 0, the Error Position Constant, Kpo& which is the
same as the open loop DC gain, cho, has to be equal to infinity, Kpos = cho = 0O, and the System Type
becomes equal to 1 (the open loop transfer function has one integrator).
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7.3 Examples

7.3.1 Example

Consider a certain closed loop control system as shown:

R(s) + 10 I(s)

sa+3)

]

Find the closed loop system transfer function and determine the system parameters ch, C,wo. Next,
determine the following step response specifications: Percent Overshoot (PO), Settling Time (Tsettle(i2%))1

Rise Time (Trise(lo%—%%))v period of oscillations (Tperiod)v and frequency of damped oscillations (W), the

System Type, Error Constants and Steady State Errors for the step, ramp and parabolic inputs.

7.3.2 Example

Consider a certain closed loop system operating under Proportional Control as shown, and find the gain value
such that the system is stable and PO is approximately 20%. What is the Settling Time? Can it be improved?

.Il:l!l;_'l:] 3{: b ES

siz+1)

7.3.3 Example

Consider a pole-zero map of a certain closed loop system, as shown. Estimate the settling time, Tsettle(Z%)' of

the system step response and the closed loop system damping ratio.
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i 4
Pole: -3.09+]15.4

i 4

Pole: -3.08-/18.4

7.3.4 Example

Consider an unknown closed loop system with a normalized (i.e. scaled so that the reference input is equal to )
step response as shown. Find an appropriate model for the closed loop transfer function.

125 | 7.3 Examples



Dylam W reescrs

iR
g+
0d
e
i Enhl
s ol e v

0 R e
i 0 ol e i
it . ol e e

r : 2 1 i z A
[ WL o

7.3.5 Example

Consider a response of a closed loop control system from Example 5.3.10. Read off transient and steady state
step response specifications (PO, Trise(lO%—QO%)7Tsettlei2%7 Tperiods and egzqq). Based on the

information, build an appropriate second order model for the system with such step response as shown.

7.3.6 Example

Consider a certain closed loop control system described by the following transfer function:

Y (s 22.5
Gal(s) = Rgsg — $2+s+25

Find the closed loop system damping ratio, frequency of natural oscillation and closed loop DC gain.

Next, estimate the following transient response specifications: percent overshoot (PO), settling time (

T

S
specifications of this closed loop system: System Type as well as Position Constant, steady state error to a step

ettle(:I:Z%))r period ( Tpe'riod)v and frequency of damped oscillations (), as well as the following steady state

input (in %), Velocity Constant, steady state error to a ramp input, Acceleration Constant and steady state error
to a parabolic input.

How many cycles of oscillations will be visible in the system response? Justify your answer.
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7.3.7 Example

Consider a response of a certain closed loop control system to a unit reference signal, shown in figure below.

L
id

iz

a4

aTH

Read off appropriate values and/or calculate transient specifications (PO, settling time (Tsettle(iz%))r period (
Tperiod) for this step response. Identify the System Type, Steady State Errors to unit step, ramp and parabolic
inputs, as well as the corresponding Position, Velocity and Acceleration Constants. Based on the information
read off in Part 1, create a second order model for the closed loop system with the response shown. Find the
following system parameters: (, Wy, , K 4., as well as the complete model transfer function G model (8) .

7.3.8 Example

Consider a certain closed loop control system described by the following transfer function:

_Y(s) _ 80
Gal(s) = R(s) — s245s+100

Find the following model parameters: C, Wn, ch. Estimate transient response specifications (PO, settling
time (Tsettle(:tQ%))' period ( Tperiod) and steady state specifications of this closed loop system (System Type,

Kpos; €ss(step) %> Ky, €ss(ramp)> K, €ss(parab) )-
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7.3.9 Example

Consider four separate second order systems, with the locations of their pole pairs shown. Answer the following
questions and give brief justification to your answer.

Q: Which of the four systems exhibits the largest percent overshoot (PO) in its step response?
Q: Which of the four systems is unstable?

Q: Which of the four systems exhibits the shortest settling time in its step response?

Q: Which of the four systems has the highest frequency of oscillations in its step response?

Q: Which of the four systems exhibits the longest settling time in its step response?

Q: Which of the four systems exhibits the smallest percent overshoot (PO) in its step response?
Q: Which of the four systems has the smallest steady state error?

Q: What is the System Type?

Im A

Real Axig
4 X X
Sysiem & Sysle
e Sy o System D

System C

T

7.3.10 Example

Consider closed loop responses of two different control systems (System A and System B), as shown. Match
them to their appropriate pole locations also shown, briefly explain why.
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7.3.11 Example

Consider a normalized step response of a certain LTI system, as shown. The reference is assumed to be a unit
step.
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Determine the Percent Overshoot (in %), Steady State Error (in %) and the Settling Time (within +2% of the final
value) for this response. Next, assume that this system can be modeled by a standard 2nd order model and

calculate the appropriate parameters.

7.3.12 Example

Consider a response of a certain closed loop control system to a unit reference signal, shown in figure below.
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Read off appropriate values and/or calculate transient specifications (PO, settling time (Tsettle(:I:Z%))' period (
Tperiod) for this step response. Based on the information read off in Part 1, create a second order model for the
closed loop system with the response shown. Find the following system parameters: C, Wy, ch, as well as the
complete model transfer function Gmodel (8) Identify the System Type, Steady State Errors to unit step, ramp
and parabolic inputs, as well as the corresponding Position, Velocity and Acceleration Constants.

7.3.13 Example

Consider a step response to a unit reference input of a control system as shown. Estimate the following specs:
Percent Overshoot, Settling Time the Steady State Error. What are your estimates of the closed loop damping
ratio (:, the frequency of natural oscillations Wy, and the DC gain?
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7.3.14 Example

A step response of a certain control system is supposed to exhibit no more than 5% overshoot and to settle
(use the 2% definition of the settling time) within (2) seconds. Show a shaded area in the S-Plane where the
dominant closed loop poles of the system should be located so that both conditions are met.

7.3.15 Example

Consider the closed loop control system as shown here.

.R{-F}l + F[-ﬂ

s(sr+1)

For T == 2 seconds, the desired closed loop ratio is to be C = % Find the corresponding Controller gain K
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and the resulting settling time of the closed loop step response. Next, assume that the desired closed loop ratio
is still to be C = % but we would like to shorten the settling time to Tsettle:l:Q% = 2 seconds. If the time

constant is variable, what value would it have to be? For that case, find the corresponding Controller gain K.

The closed loop system characteristic equation Q(s) is a quadratic, resulting in TWO closed loop poles:
_ 2,1 K _
Q(s) =0 s°+25s+==0

Assume that K= 0.25 and Tis a variable:

4+ Ls 492 =0 752454+025=0
Find analytical expressions for both poles Py, P2 as a function of T.

7.3.16 Example

Consider two closed loop systems as shown in the first block diagram:

+ | Y(s)
G, 5} - >
P

The process transfer function Gp(s) is given by:
_ 1

GP(S) T s+p

Show that the closed loop system of the first system is of a second order. Find the range of gains for closed

loop stability, the critical gain and the frequency of resulting marginally stable oscillations. Next, reconfigure

the controller as shown in the second block diagram and show that both closed loop systems have the same
characteristic equation.
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Suppose that a choice of K is made so that both of the closed loop systems are stable. The graph shown
next illustrates their step responses for this choice of K. Identify which step response corresponds to which
configuration. Briefly justify your answer.
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7.3.17 Example

Consider again the system from Example 5.3.9, describing a certain system under Proportional + Rate Feedback
Control. Find the closed loop system transfer function in terms of controller gains Kp and Kd and determine
values of the controller gains such that PO = 10% and Settling time (within :f:2%) =1 second. Write out the
closed loop transfer function of the system for these values of the controller gains.

7.3.18 Example

Consider a certain process described by the following transfer function:
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200
Gop(8) = 55755119

Find the specifications of a closed loop system without any controller. Next, assume Proportional Control and
find the controller gain such that the closed loop response has a steady state error no larger than 4%. Finally,
add the rate feedback to the controller scheme and find an appropriate Derivative gain such that the Percent
Overshoot is no more than 15%. Estimate what the resulting settling time would then be.

Ris) 200 ¥(s)
s +55+49

7.3.19 Example

Let's continue with the previous example. Assume that we have the same process transfer function, and that
the closed loop system will have the Rate Feedback, as well as Proportional Controller scheme. We would like
to have the Percent Overshoot equal to 15%, and the settling time (2% criterion) equal to 0.1 seconds. Find
appropriate values for both Controller gains, and estimate the resulting steady state error.

7.3.20 Example

Consider the block diagram below, describing a certain control system where a Proportional + Rate Feedback
control is implemented with two gains Kp and Kd.

3 I”{f]
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Find a closed loop system transfer function in terms of controller gains, Kp and Kd. Next, find the values of
gains Kp and Kd. such that the resulting Percent Overshoot of the closed loop step response will be equal to
15% and the settling time, Tsettle:]:Q%’ will be equal to 1.5 seconds. What is the closed loop transfer function
expression for the computed values of controller gains? For the computed values of controller gains, find the
closed loop system DC gain ch, and the closed loop steady state error for the step response, ess(step)%'

7.3.21 Example

Consider the block diagram below, describing a control system where the Proportional + Rate Feedback control
is implemented with two control parameters, K and Td and an inner feedback loop. Note that traditionally, to
denote a Rate (as well as a Derivative) Gain, two names are interchangeably used — Rate (or Derivative) Gain, and
Rate (or Derivative) Time Constant, which is the inverse of the Gain. Note as well that this is a slightly different P
+ Rate Feedback arrangement of components than the one in Example 7.3.20 (i.e. the inner feedback loop).

Proporhional i
Control ()

R(s) - - - 1 _ | Y(5)
i_ff' | 2 _d:_;)_. 5+5 _.(l_;H i+ 3 )

" s 1

-

Rate Feedback

First, find both closed loop system transfer functions in terms of controller parameters K, Td. Next, assume
the Disturbance signal to be zero and find their values such that the steady state error of the system step
response, € step) % 1S €qual to10%, and the closed loop damping ratio (equal to 0.7. For the calculated values

of controller parameters, estimate the resulting settling time of the step response, Tsettle:l:2%~

Next, assume that T(t) = 1(t) and d(t) =0.5- 1(t) where 1(t) is a unit step function. If K and 7 are
as calculated above, what is the steady state value of the output signal, ? What will the steady state error
be? Repeat for 7(t) = 1(t) and d(t) = 10 - 1(¢) and What needs to be done to reduce the effect of the
disturbance on the system response? Explain briefly.

7.3.22 Example
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A feedback control system with positive controller gains Kl and Kg is configured as follows:

Proportional Control Actuator/P lant

Rish, i Yis)
<@ . " oser2 :

PozitionRate Feedback

Find an expression for K2 in terms of Kl in terms of so that the steady state error to a ramp ( ’I“(t) = t, t> 0
), is less than 1 unit. Sketch the desired locations of the closed loop system poles in the complex plane in order
to achieve the following performance specifications:

The damping ratio of the poles { > 0.707
The settling time Tsettle:t2% > 3 seconds.

Set the rate feedback gain KQ = 0.1 and find the minimum value of the proportional gain K so that all of
the performance specifications listed in Parts 1and 2 can be achieved.

7.3.23 Example

Consider a closed loop position control system working under Proportional + Rate Feedback Control, as shown.

] Y{s)

R(5) +
E) KF s(x+2) .

Fropormional
C:onirol

Peaiticn + Rale Feadback

14025 . "
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Determine the Proportional Gain value Kp such that the following performance specifications can be achieved:
the damping ratio of the poles ( > (.707 and the settling time Tsettle:I:Z% > 3 seconds. For the value of as
found above, estimate the following closed loop specifications: PO, Tm’se(lO%—QO%) , Tsettle:tQ%’ Tpem’od
. Also, determine the System Type, Error Constants and Steady State Errors.

Part 3. If the Proportional + Rate Feedback Control is replaced by the Proportional + Derivative Control, how
would the response specifications under P + D Control change, compared to your calculations in Part 2 for

Proportional + Rate Feedback?

) = Yis
e Kﬂ{1+{}_25}}_. B N O h

(s +2)

P + O Conémol

7.3.24 Example

Consider a closed loop control system working under a Proportional + Rate Feedback Control, as shown below:

P Controlles Process
His) 10 ¥(z)
el ‘IL_.s (5+2)s+4) i
KEs+l L

HateFepdbhack

Find the controller gains Kp, deuch that the closed loop system will meet the following conditions:
The closed loop operation is stable;
The steady state error, in %, for a normalized step input, is equal to 5%;

The closed loop step response has PO = 5%.

With the controller gain values as calculated, what will be the step response Settling Time (within 2%)?
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7.3.25 Example

Consider the same block diagram, shown below, as in Example 2.6.11, of the servo-control system for a position
control of one of the joints of a robot arm, operating under Proportional Control. Let's assume a simplified
model for this system, shown below, where the armature inductance L = O H. All other parameters remain the
same as in Example 2.6.11.

8 (5] Faid i s
o : . - @ (%)
4= 'R 4 I_daj P LWl
— K, EI—!'"'-—H:::I—F' i v B " : —
T =
Maopeataimal
Costrollas
K, m

Fir

Find the closed loop transfer function between reference wy. f angle and the load position angle Wjyq for the

simplified model of the system:

Gm(s) — Wioad(s)

wref ()

Next, find the value of the controller gain such that the closed loop system has the damping ratio C 2 0.707
of. For this value of the controller gain, estimate Percent Overshoot, PO, of the system unit step response, Steady
State Error €4 (step)%, and Settling Time, Tsettle:l:2%~
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8.1 Systems with Delay

All real-life systems, particularly when subjected to large inputs, display some nonlinearities in their dynamics,
making it difficult to analyze them. Examples of such nonlinearities are: saturation, dead zone, and
transportational delays. You will see the effects of such real-life behaviours in the Lab Project dealing with
the positioning servo. Fortunately for us, in most systems operating within their normal range of inputs, the
nonlinearities can be ignored and for the purpose of their analysis and design, we can treat them as Linear and
Time Invariant (LTI). LTI systems are the systems where the Input-Output relationship is described by an ordinary
differential equation with no delayed time functions. In Laplace transform domain such systems are described
by transfer functions - ratios of s-polynomials.

While nonlinear systems are outside the scope of this course, we should acknowledge the fact that many
industrial systems may show a delay in their responses caused by a non-electrical nature of the system signals
(e.g. hydraulic, pneumatic, chemical, thermal etc.). Unlike for electrical systems which respond instantaneously,
a change required by a controller in a system with non-electrical dynamics does not occur the moment the
controller sends out the command signal. It will take a physically detectable amount of time for the non-
electrical variable to change, and for that change to register by the sensor.

For example, say, if a controlled variable is a volume of fluid, and the controller sends out a command to increase
the volume, that signal will be sent to an actuator (amplifier), which in turn will control the motor that will rotate
a valve to open and let more fluid through — there will be a delay before the increased volume is registered by
a sensor. This delay is called a Transportational Delay. The system is no longer an LTI system (i.e. Linear Time
Invariant) since the time delay introduces nonlinearity:

An example of a I/O description of a system without delay:
dy(t) _
a1 3y(t) =r(t)
Laplace transform results in a transfer function:
sY(s) +3Y (s) = R(s)

Y(s
G(s) = Rg; = L

Now consider a system with a transportational delay Tdelay— the output signal will be zero for this amount of
time after the input is applied at t=0. Mathematically we can write this as:

dy(t) _
dt + 3y(t) - T(t - Tdelay)
H H _STdela H H .
Laplace transform of the delay function is R(s) ‘e Y and this equation becomes:

sY(s) +3Y(s) = R(s) - e~ 5Tdelay

Y(S) — % . GSTdelay — G(S) . e_STdelay

Note that the /O relationship is no longer linear and if we were to consider such system within the scope of this
course, we would have to linearize the delay component first. This can be done by replacing the exponential
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with an infinite Taylor series — theoretically we would be introducing an infinite number of poles and zeros. In
practice the series can be truncated, particularly if the delays are small, but in general the linearized system
dynamics will be higher than in an equivalent system without delay.
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8.2 Minimum Realizations and Reduced
Order Models - Part 1

Consider a certain process described by a block diagram below, where:

Gl(s) _10(s+1.05) Gy = 5(s+3)(s+2)

T (s+3)(s+2 — (s+58)(s+0.9)
H1 (5) =1
Hy(s) = 545

Looking at the dynamics of the transfer functions, this is a 5th order process. Let's find its transfer function:

Li—GoHy Lo —GoGoHy P =G1Gy A=1—(L1+ Ly)

G(s) = Y(s) _ G1(s)Ga(s)
R(s) 1+G2(s)H2(s)+G1(s)G2(s)Hi(s)
G( S) _Y(s) _ 50s%+402.553 4116852 +14405+630
— R(s) ~ $5+120.957493353+267252+32825+1436

The transfer function can be factored into a ZPK form as follows:

_ Y(s) _ 50(s+3)(s+2)2(s+1.05)
G(s) = R(s) — (5+112.8)(s+3)2(s+1.061)

After pole-zero cancellation is performed (you can use MATLAB minreal function) we have:

50(s+1.05
G(s) = (s+112(.8)(s—|—1).061)

Check the pole-zero map of the system — another near-cancellation is observed between the process pole at s
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= -1.061 and the zero at s = -1.05. The process response is shown below - it looks exactly like a first order system
response, despite 5th order dynamics. Therefore we can build a first order model for this 5th order system:

Y (s
Gmodel(s) = RES% ~ s—l—?(l)Q.S
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Note that the multiplier gain K of the system ZPK model should be adjusted so that the model DC gain is the
same as the DC gain of the original system:

Kge = G(0) = 2612 = 0.4386

Kge = G(0) = grisg = 04386 — K = 49.49

G'model (5) = S_fi)ilgg

In summary, when system parameters have such values that pole — zero cancellations occur, we can replace
the original system transfer function by its so-called minimum realization. In effect, the minimum realization is
model of the system that is of a lower order than the original system, yet, behaves in the same way.

We can also introduce a lower order, or reduced order, model when the pole-zero cancellation is not perfect.
Recall that while the zeros of a transfer function do not affect the shape of the system response, they decide
values of residues, i.e. magnitudes of each transient component. When a zero is close to a particular pole, the
magnitude of the transient associated with that pole will be very small and its contribution to the system
response can be ignored, resulting in a reduced order model.

MATLAB minreal function can perform pole-zero cancellations in the system transfer function that may not
be immediately obvious. As well, we can use this function to perform near-cancellations where the locations
of poles and zeros are not identical, but are close. If the cancellation is not perfect, it can be still performed by
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using the “tol” parameter of the minreal function. If the pole-zero cancellation was not perfect, it is important to
make sure that the DC gain of the reduced order model matches the DC gain of the original process.
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8.3 Dominant System Dynamics and
Reduced Order Models - Part 2

Responses of many industrial systems, even of a relatively higher order (which may be a result of linearization
of the transportational delay), exhibit closed loop responses similar to the systems we discussed in Chapter 6.1
(first order systems) and Chapter 7.1 (second order underdamped systems), or, less frequently, in Chapter 6.2
(second order overdamped systems). This may be because system parameters have such values that pole — zero
cancellations or near cancellations occur.

Or it may be because the system has some dominant dynamics — where several poles and zeros of the system
have a much larger effect on the system response — we say they “dominate it" — than other poles and zeros. By
ignoring the insignificant poles and zeros we can derive a reduced order model for the system behaviour.

One of your Computer Assignments deals with finding appropriate reduced order models to adequately
represent system dynamic responses. Recall that a real pole (i.e. located on the Real axis) will result in a transient
response that is an exponential where what we call the decay ratio is equal to the absolute value of the pole
coordinate on the Real axis, and is an inverse of the so-called time constant — see Equation 6-2:

_ _K _ _Kg
G(9) = Gap = oD

Ystep(t) = £ - (1 —ePt) - 1(t) = Kge[ 1 —e77 | - 1(t)

o — 1
O'—p—;

Also recall that a pair of complex poles (i.e. located away from the Real axis) will result in a transient response

that is an oscillation with an exponential envelope where the decay ratio is equal to the absolute value of the

real coordinate of the poles, and is an inverse of the so-called time constant — see Figure 7-2 and Equation 7-5:
wy,

524+2Cwn s+w2

Gm(S) = ch

e_cwnt

Ystep(t) = Kge - | 1 — \/17—7‘%” wny/1 — (2t 4 cos™1¢ - 1(t)

o=Cwn T=15=7—

Stable poles that are positioned close to the Imaginary axis will have short decay ratios, i.e. long time constants
and will take a long time to settle, while poles far away in the LHP will have much larger decay ratios 7, i.e. much
shorter time constants and will take a very short time to settle. Since the presence of such transients will only be
felt at the very beginning of the step response, their effect on the time specs (i.e. Rise Time, Peak Time — where
PO is measured, and Settling Time) can be safely ignored.

Figure 8-1 shows the regions of dominant vs. insignificant system dynamics. Poles very far away in the LHP wiill

be “insignificant” while those very close to the Imaginary axis will be “dominant”.
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Figure 8-1 Regions of Dominant and Insignificant Poles/Zeros in the S-Plane

Of course, the question is — how do we decide the cut-off? The distance D separating the two regions shown
in Figure 8-1 is subject to discussion and may change depending how tolerant our analysis/design is of
inaccuracies. Generally accepted rule is that D should be 6 to 10 times the magnitude of the dominant pole (or
of the real part of the dominant pair, in case of the complex poles.

To summarize, the system response is a superposition of the transient components where the shapes of
components are dictated by the location of dominant poles. Once the insignificant poles are discarded, we can
build a reduced order model for the system, based only on the dynamics of the dominant poles. The simplest
cases of the reduced order models are: one dominant real pole — the system can be modeled by a first order
model where a first order model as in Equation 6-1, and a pair of dominant complex conjugate poles — the
system can be modeled by a second order underdamped model as in Equation 7-1.

Classical Control takes particular interest in the second order underdamped model - if a closed loop response
of a certain control system can be modeled by it, we can derive, as we will see later in the course, some
relatively simple but effective control algorithms that depend on the parameters of this basic model described
by Equation 7-1. Chapter 7 dealt in detail with the relationship between the model parameters (ch, C, W)
and the quality of the system response (specifications such as PO, Settling Time, Rise Time and Errors). Later we
will be able to tie these parameters to the controller design.
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8.4 The Effect of an Additional Pole on
the 2nd Order System Response

In cases where there are more than one or two poles close to the Imaginary axis, a standard second order
underdamped model will not be sufficient. The reduced order model may not be possible or it may require
an additional real pole, or an additional pair of the complex poles. What system response specifications are
affected by the presence of an additional real pole? The additional pole will contribute more damping to the
system response. This will reduce the Percent Overshoot, but at the same time it will slow the system response
increasing Rise Time and Settling Time. As an example, consider a plot of a step response of an unknown system

as shown in Figure 8-2, and investigate if the standard second order model is appropriate.

Step Response

Amplitude

04}

o L

/
E 1 3
Time (sec)

k>

Figure 8-2 Effect of an Additional Pole — System Response

At the first glance, the second order model seems appropriate as the system is oscillatory. Let's read off the PO
Settling Time and DC gain of the process: PO = 33%, Tsettle(:l:2%) =3.44and K4. = 0.9.
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We can compute the corresponding damping ratio and then the frequency of natural oscillations:

2
33
¢ = — ~ 0.33
33
\ 7T2+ —ln <m>
— 4 _
344 = gi— — wy = 3.52
The resulting model is:

11.15

_ 12.39 _
Gmod(s) = 0.9 5536511539 = 7236511239
Let's plot the model response in Figure 8-3, and compare it with the process response:
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Figure 8-3 Effect of an Additional Pole — First Attempt at Model
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This initial result is quite disappointing. While the Percent Overshoot and the Settling Time seem appropriate,
the frequency of oscillations is definitely too low. Let's adjust to 6 rad/sec, as shown in Figure 8-4. With the PO
and frequency of oscillations reasonably matched, the original system takes longer to settle and it is also visibly

lagging in rise time. Let’s try adjusting damping ratio to 0.17, as shown in Figure 8-5.
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Figure 8-4 Effect of an Additional Pole — Second Attempt at Model

151 | 8.4 The Effect of an Additional Pole on the 2nd Order System Response



1.5 T T
— Reference

Original System

2nd Order Model

05F | |

[=7]

Figure 8-5 Effect of an Additional Pole — Third Attempt at Model

Now, with the frequency of oscillations and the settling time reasonably matched, the model is much more
oscillatory — the original system exhibits more damping. The additional damping may be introduced by a real
pole that cannot be ignored. The presence of a third pole also slows down the rise time considerably. It is clear
now that the second order model is not appropriate here. Let's assume a 3rd order model with an additional

real pole:
2
w
Equation 8-1

_ . n . _a
GmOd(S) = Kac $2+4+20wnstw?Z  s+a

Note that in Equation 8-1the third pole magnitude a shows up also in the numerator so as not to change the DC
gainvalue. The value of a can be determined by trial and error. Since it is also dominant, let'sassume @ = 2Cwn

as a reasonable starting point. The resulting 3rd order model would be:

_ 362
Grmod(s) = 0.9 52125136 512
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Figure 8-6 shows the model response with a third pole added. The model seems to match the settling time and
frequency, but there is definitely a visible exponential transient which indicates that we chose the pole location

that is too close to Imaginary axis.
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Figure 8-6 Effect of an Additional Pole — Fourth Attempt at Model

After a few adjustments we have the final match for the transfer function, with a real pole at a = -5, with the plot

perfectly matched as shown in Figure 8-7.
36 .5 162
§2425+36 s+5 T s3+722+465+180

Gmod(s) =0.9-
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Figure 8-7 Effect of an Additional Pole — Fifth Attempt at Model
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8.5 The Effect of an additional Zero on
the 2nd Order System Response

To make matters even more complicated, while the shapes of transients depend on the pole locations, zeros
of the transfer function decide about the magnitude of each component and thus also have an effect on the
system response. In Chapter 8.2 we learned that the magnitude of a particular transient component can be very
small and thus insignificant if a zero is near that pole location — a pole-zero near cancellation. When that is not
the case, the effect of a zero may be significant, depending on its location. Let's assume that a standard second
order system has an additional zero at s = -a. The transfer function gain is adjusted to remain constant:

2

_ w s+a
Gmod(s) = Ky - 82+2C;n+w,21 " Ta
2 2
— . win . @ . wn . R
Gmod(S) = K. 24 2Cwn+w? a $24+2Cwn+w2 Equation 8-2

The transfer function in Equation 8-2 can be considered as a sum of two components — the first component is
the standard second order model, but the second component has a derivative term in it — a zero is basically an
s-operator and as such it acts as a derivative on the response signal.

Now consider its effect on the system response Y(S) to a unit step:
Y (s) = Groda(s) - R(s) = God(s) - %

2
wn
5(824+2Cwn+w?)

2
Y(S) = KdC : 8(824—2(2):)”—}—&)%) + %8 ch :

The above expression for the system response is again a superposition of two components: a step response
of the standard second order model, and a derivative of the same step response, but with a multiplier 1/a.
Depending on the magnitude of a, this component may be small or large. Thus if a is large, i.e. the zero is far
away in the LHP, the magnitude of this derivative term is insignificant and can be safely ignored. However, if
the zero is placed in the significant region close to the Imaginary axis, the magnitude of this signal component
rapidly increases. The superposition of a signal and its derivative creates a large “hump” in the system response,
in essence an exaggerated Percent Overshoot.

As an example, consider a second order overdamped system with poles at -5 and -3, and an additional zero at a
=-50

_ 15 (s+50) _ 0.255s+12.75
G(s) =0.85- (s+5)(s+3) ~ 50 524—%8—!—15

The plot of its step response is shown in Figure 8-8, compared to the response of a system without the zero
added. Again predictably, based on Equation 8-2 there is virtually no effect of the zero far in the insignificant
region on the system response, with the original system (i.e. the one with the zero) ever so slightly faster. If we
were looking for a simpler model for this system, the zero can safely be ignored:

Gmod(s) =0.85- %
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(s+2) _ 6.37s+12.75
s248s+15

Now, let's see what happens when the zero is moved into the significant region close to the dominant poles, as
15
2

shown in Figure 8-9 . Assume a = -2:

Notice that the settling time again is not affected. Conclusion - presence of a zero in the significant region in
the LHP (i.e. where the dominant poles of the system are), has a derivative effect on the system response. That
derivative effect results in a faster response but with an increased Overshoot. We would not be able to replace

the system dynamic with a simplified model — the zero has to be included in the system description.
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Figure 8-8 Effect of an Additional Zero in Overdamped System (Far Away)
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Figure 8-9 Effect of an Additional Zero in Overdamped System (Closer)

order system with a pair of complex poles is:

Next, consider a second
s1 = —1.4+ 76.86,s120 = —1.4 — 76.86 and an additional zero at a = -50, as shown in Figure 8-10,
compared to the response of a system without the zero added.
_ ) 49 _(51+50) _ 0.8335441.7
G(5) =085 mrmesras 50 = $2i280+49

Predictably, based on Equation 8-2 there is virtually no effect of the zero far in the insignificant region on the
system response, with the original system (i.e. the one with the zero) ever so slightly faster. If we were looking

for a simpler model for this system, the zero can safely be ignored.

G(s) = 085 om e

Now, let's see what happens when the zero is moved into the significant region close to the dominant poles.

Assume a =-5. Plots are shown in Figure 8-11.

_ . 49 _(51+50) _ 0.833s+41.7
G(s) =0.85 Zi5857a0 "~ 50 = s212.85149

As in the case of an overdamped system, the magnitude of the derivative term in Equation 8-2 is much larger
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now. As a result, the system response is much faster (shorter Rise Time), while the Percent Overshoot is much
worse (larger). The frequency of oscillations and Settling Time are not affected. We would not be able to replace
the system dynamic with a simplified model — the zero has to be included in the description.
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Figure 8-10 Effect of an Additional Zero in Underdamped System (Far Away)
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Figure 8-11 Effect of an Additional Zero in Underdamped System (Closer)
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8.6 The Effect of a Non-M

Zero on the 2nd Order System Response

Let us consider a special case of a system with a zero in the RHP. Note that such case has nothing to do with

the system stability, as the stability is decided by the locations of poles only. A zero in the RHP is called a non-

minimum phase zero (what follows is that the zero in the LHP is called a minimum-phase zero, to distinguish

between the two). The name refers to the phase characteristics of the two singularities, as shown in Figure 8-12

and in Figure 8-13.

Eode Diagram for a real zero block
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Frequency (radfsec)

Figure 8-12 Frequency Response of a Minimum Phase Zero (in LHP)

Physical systems typically have several poles, each contributing a negative phase angle going from O degrees

to -90 degrees as the frequency increases, and only one or two zeros. An LHP zero contributes positive phase

angle going from O degrees to +90 degrees as the frequency increases. Thus the effect of the LHP zero in the

frequency domain is that the overall negative phase, or phase lag, decreases. In contrast, an RHP zero has a
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phase characteristic that is the opposite of the LHP zero, contributing a negative phase angle going from 0O
degrees to -90 degrees as the frequency increases. Thus, the effect of the RHP zero in the frequency domain is
that the overall negative phase, or phase lag, increases. When comparing two systems, one with the LHP zero,
and one with the RHP zero, the overall phase angle characteristic of the latter one will be more negative than of
the former one, hence the name, non-minimum phase. See an example in the next section for such comparison.

Eode Diagrams
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Figure 8-13 Frequency response of Non-Minimum Phase Zero (in RHP)

Let us examine the effect of the RHP zero on the system transient response. Let's assume that a standard
second order system has an additional RHP zero at s = +a. The transfer function gain is adjusted to remain

constant:
2
_ , Wi . (=sta)
Gmod(s) = Kae (52 +sCwnstw?) a
— w'rQL Kic EL :
Gmod(s) = Kqc - FsComstad) a5 (FFsCanstal) Equation 8-3

As before, the transfer function in Equation 8-3 can be considered as a sum of two components — the first
component is the standard second order model, and the second component acts as a derivative on the
response signal. However, because the zero was in RHP, the magnitude of this component is negative.

Now consider its effect on the system response Y(s) to a unit step:

Y(S) - Gmod(s) : R(S) = Gmod(s) . %

161 | 8.6 The Effect of a Non-Minimum Phase Zero on the 2nd Order System Response



2

Y(s) = § Kae somomrany (— a8 Kae-

2

wn
s(s24+sCwnstw?2)

The above expression for the system response is again a superposition of two components: a step response of
the standard second order model, and a derivative of the same step response, but with a negative multiplier
1/a. Depending on the magnitude of a, this component may be small or large. Thus if a is large, i.e. the zero is
far away in the RHP, the magnitude of this negative derivative term is insignificant and can be safely ignored.
However, if the RHP zero is close to the Imaginary axis, the magnitude of this negative signal component rapidly
increases. The superposition of a signal and its negative derivative creates not only an exaggerated Percent
Overshoot, but also an initial negative “dip” in the system response. Such dip is a tell-tale sign of a significant
RHP zero. The zero cannot be ignored and has to be included in the system model.

Note that the presence of the non-minimum zero presents a control problem, because systems exhibiting non-
minimum phase characteristics are difficult to improve on. The negative dip creates an effective time delay,
thus increasing the rise time and the settling time. However, this issue cannot be easily addressed with Classic
Control approaches — a good controller will reduce oscillations and shorten the settling time, but the effective
lag will remain. Let's consider a second order overdamped system with poles at -5 and -3, and an additional zero
ata=+50:

_ 15 (—s+50) _ —0.2555+12.75
G(5) =085 rm)(am3) ~ 50 = s2ifsrif

The plot of its step response is shown in Figure 8-14, compared to the response of a model without the zero.
Again predictably, based on Equation 8-2 there is virtually no effect on the system response of the zero far in the
insignificant region (i.e. in the far positive magnitudes of RHP). If we were looking for a simpler model for this
system, the zero can safely be ignored:

Now, let's see what happens when the zero is moved into the significant region close to the dominant poles.
Assume a = +2. The plot is shown in Figure 8-15. The magnitude of the negative derivative term in Equation 8-2
is now much larger. This will cause a very visible “dip”, or “Undershoot”, at the beginning of the system response
—the initial response initially goes negative. In some systems the change of polarity may not be acceptable, in
others the problem is the effective delay created by the polarity reversal.

_ 15 (=s+2) _ —6.37s+12.75
G(s) =085 ormyarsy " 2 = Srsstis

As a result of the delay, the Rise Time and Settling Time will be longer (worse). We would not be able to replace
the system dynamic with a simplified model — the RHP zero has to be included in the description. Note that
this "“Undershoot” effect is a mirror image of what happens with a significant zero in the LHP in an overdamped
system where an “artificial” Percent Overshoot was formed. Next, consider a second order system with a pair of

complex polesis: 1 = —1.4 4+ 76.86, s = —1.4 — 76.86, and an additional zero at a = +50:
_ ) 49 _(=s+50) _ —0.833s+41.7
G(s) = 0.85 (52+2.851+49) 50 s2+2.85149

The plot of its step response is shown in Figure 8-16, compared to the response of a system without the zero
added. Predictably, based on Equation 8-2 there is virtually no effect on the system response of the zero far in
the insignificant region, with the Undershoot and the resulting delay almost invisible. Note that when a zero is
in an insignificant region, it doesn’'t matter that the zero is in the RHP - instead of far to the left, as in LHP, the
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insignificant region will be far to the right, tending towards positive large magnitudes. If we were looking for a
simpler model for this system, the zero can safely be ignored:
_ . 49
GmOd(S) = 0.85 (52+4-2.85+49)
Now, let's see what happens when the zero is moved into the significant region i.e. close to the Imaginary axis.

Assume a = +5. The plot of its step response is shown in Figure 8-17, compared to the response of a system
without the zero added.

o . 49 ) (—s+5) _ —8.33s+41.7
G(S) = 0.85 (s2+42.85+49) 5 T 5242.85+49

The magnitude of the negative derivative term in Equation 8-2 is now much larger. This will cause a very visible
Undershoot, or a dip, at the beginning of the system response - the initial response goes negative. As a result of
the delay, the Rise Time and Settling Time will be longer (worse). The Percent Overshoot is again much worse
(larger), as in the case of the zero in the LHP. The frequency of oscillations is not affected. We would not be able
to replace the system dynamic with a simplified model - the RHP zero has to be included in the description.

1.2

— Reference
— Qriginal System with a Zero at +50
2nd Order Model

Figure 8-14 Effect of an Additional RHP Zero in Overdamped System (Far Away)
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Figure 8-15 Effect of an Additional RHP Zero in Overdamped System (Closer)
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Figure 8-16 Effect of an Additional RHP Zero in Underdamped System (Far Away)
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Figure 8-17 Effect of an Additional RHP Zero in Underdamped System (Closer)
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8.7 Examples

8.7.1 Example
Consider a closed loop system with the DC gain of 0.8 and the following closed loop pole locations: p; = —25,
py = —1 — 75.9161,p3 = —1 + 75.9161. Decide if a reduced order model is appropriate for this system.
8.7.2 Example
A certain LTI system is described as having four poles and one zero, as follows: p1 = —1, P2 = -1 - 71
p3 = —10, P4 = —2, 21 = —2.2.1tis also recorded that the system has a DC gain of 5. Write the complete

transfer function of the system in a ZPK form. Note the multiplier gain K in the ZPK form is NOT the same as
the DC gain! Is it appropriate to use a simplified, 2nd order representation for this system? If so, please write the
second order transfer function of this model, as well as its parameters (i.e. K g, wp, C).

8.7.3 Example

Consider a transfer function of a certain industrial process, described as follows:

G _ 50(s+4)(s%+38s+364)(s+30)
(s) = (5+3.95) (5+25)(s2+75+64) (s2+405+404)

Can a second order dominant poles model be used to represent this process? If so, explain why by sketching
below a pole-zero map of G(s). Next, calculate the appropriate model parameters C Wn, and ch and then write
the transfer function of the model, Gm(s).

8.7.4 Example

Consider a control system as shown:
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Proportional
Control

R(s) - s+4 Y(s)

— (OBl sGiDG15(:10) >

r 3

When the Proportional Controller gain is K = 33, the closed loop system has the following poles: -7.1164, -4.4199,
—0.2319 + 72.0354 and a zero at -4. Briefly discuss if it is appropriate to model the closed loop system
behaviour by using the standard second order system, and if so, derive the model parameters and write its
transfer function Gm(S).

NOTE: This example can be easily solved with access to Matlab. Howver, given the information provided, it can
also be solved without any complicated polynomial manipulations. Use Matlab to check on your results.

8.7.5 Example

Consider the two responses shown. One is the response of a third order closed loop system with a dominant
pair of complex poles and an additional real pole, the other is the response of a second order model based on
the dominant pair of system poles. Match the responses with the plots.
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8.7.6 Example

Consider the three figures on the following page — each shows two responses, to a unit reference signal, of
two closed loop control systems. One response, identical in each figure, is of a second order system with two
complex conjugate poles. The second response in each figure has the same two complex conjugate poles and
an additional singularity, i.e. either a pole or a zero. For each of the figures, finish the following sentence:

The second order system with two complex poles is trace #
Next, for each figure, choose which of the following answers applies to this case:
The other system has two complex poles and a significant real LHP pole
The other system has two complex poles and a significant real LHP zero
The other system has two complex poles and a significant real RHP pole

The other system has two complex poles and a significant real RHP zero
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8.7.7 Example
Consider a certain closed loop control system, which is TYPE ONE. It is a second order system with two complex

conjugate poles located at: —3 =+ j3. Write its transfer function.

Consider a certain closed loop control system, which is TYPE ONE. It is a second order system with two complex
conjugate poles located at: —3 =+ j3 and a zero at -15. Write its transfer function.

Consider a certain closed loop control system, which is TYPE ONE. It is a second order system with two complex
conjugate poles located at: —3 =+ .]'3 and a zero at +15. Write its transfer function.

Consider a certain closed loop control system, which is TYPE ONE. It is a third order system with two complex
conjugate poles located at: —3 =+ j3 and a pole at -15. Write its transfer function.
8.7.8 Example

Consider a step response of a system as shown below. Choose which system description matches this response:
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Two complex poles at: -1-j4.9, -1 +j4.9 and gain K= 5;

Two complex poles at: -1-j4.9, -1 +j4.9, zero at -5and gain K=5

Two complex poles at: -1-j4.9, -1 +j4.9, zero at -5 and gain K= -5
Two complex poles at: -1-j4.9, -1 +j4.9, zero at +5and gain K=5

Two complex poles at: -1-j4.9, -1 +j4.9, zero at +5 and gain K=-5

8.7.9 Example

Consider a certain closed loop control system under Proportional Control, as shown.
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R(s) 4 % 20 Y (s)
2 s(s+D) g

Controller Process (Plant)

Assume the Controller gain to be Kp — 3, calculate a transfer function of the closed loop system and
determine the closed loop system damping ratio, C the closed loop frequency of natural oscillations, Wy,
and the closed loop DC gain, ch. Estimate the closed loop system transient and steady state response
specifications.

Next, replace the Proportional Controller with a Lead Control as shown and find values of the controller
parameters, a1, @g, by such that the closed loop system has a dominant pair of complex poles with the
frequency of damped oscillations equal to 2 rad/sec, and the corresponding time constant of 1 second, and a
third real pole with the corresponding time constant of 0.05 seconds.

R(s) 4+ as+a, 20 Y(s)
S0 —— >

bs+1 s(s+1)
Controller Process (Plant)
. , Y(s) . .
Find the closed loop transfer function of the compensated system, Gcl (S) = R(s) and estimate the transient

and steady state response specifications for the compensated system.

Consider step response plots shown next. One of the responses shown is the response of the system
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compensated according to instructions above, i.e. Gcl(S), while the other one is the response of the system
described by:

_ 100
Gi(s) = (5+20)(s2+2515)

Label the two traces on the plot (i.e. Trace A and Trace B), by indicating which trace corresponds to which
transfer function. Provide a brief explanation of why that is.

1.8
Unit Reference
1 — Closed Loop Uncompensated System|-- —
————— - Trace A
————— Trace B
| i i
6 8 10 12

8.7.10 Example

Consider a certain closed loop control system which is supposed to work under so-called Lead Controller:
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R(s) 4 as+a, 30 Y (s)
bs+1 s(s+3)

Lead Controller Process (Plant)

Find values of the controller parameters, g, Q, bl such that the closed loop system has a dominant pair
of complex poles with the frequency of damped oscillations equal to 9 rad/sec, and the corresponding time
constant of 0.5 seconds, and a third real pole with the corresponding time constant of 25 miliseconds. Find

(s)

Y (s
the closed loop transfer function of the compensated system, GCZ(S) = m Next, consider now two step

response plots shown below. One of the responses shown is the response of the system compensated
according to instructions above, i.e. Gcl(S), while the other one is the response of the system described by the

transfer function G (S) described below.

Gi(s) = 3400 _ 3400
1 (5+40)(s2+45+85) — s5+44s2+2455+3400
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Label the two traces on the plot (i.e. Trace A and Trace B), by indicating which trace corresponds to which
transfer function. Provide a brief explanation of why that is. Finally, consider now two step response plots shown
next. One of them corresponds to the Lead compensated closed loop system that has three poles and one zero,
and the other corresponds to a system described by a second order model by the transfer function GQ(S)
below that has only two poles. Explain briefly why this model fits the compensated system so well.

_ 85
G2(5) = raerss
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1.8

8.7.11 Example

Consider the following block diagram, where a Proportional + Integral Controller is implemented in the forward
path, with a Derivative Control implemented as a Rate Feedback in an inner feedback loop, as shown.
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P+l Controller Process

R(&) 1 50 Y(S)

; T P
fogm) L > +105+5 g

i 3

T.s |e—

Rate Feedback

Y(s
Derive the closed loop transfer function, GCZ(S) = % in terms of the controller parameters, Kp, TZ and

Td, It is desired that the closed loop system step response has a zero steady state error, percent overshoot of
15% and the settling time (2% criterion) of 1 second. Use the “top-down” design to find appropriate controller
parameters.

HINT: Assume that has the closed loop system has two dominant poles with a damping ratio C and the natural
frequency Wy, corresponding to the desired step response specification, and that the third closed loop pole is
at a location ten (10) times further to the left of the s-plane than the Real Part of the dominant poles pair.

Once you design your controller, discuss whether the system response is going to be exactly as expected. If not,
explain why, and what the differences might be.

8.712 Example

Consider again the block diagram in Example 7.3.20, describing a certain control system where a Proportional
+ Rate Feedback control is implemented with two gains Kp and Kd. Replace the P + Rate Feedback Control
with PD Control, using the same gain values as in Example 7.3.20:
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R(s) . 5 Y(s)
K,(1+K ) — —>
S“+2s+2

Given the two responses shown next, which one corresponds to the system under P + Rate Feedback, and which
one to the system under PD Control?

14 ) ) ) )

— Reflerance
— Responsa A
— — — Response B

0.8

0.8

04

0.2

0 ; ; ; ;
a 0.5 1 15 2 25

Assume now that the proportional gain in Example 7.3.20 has been replaced by a P+l controller with the

transfer function Kp(% + 1), while the Rate Feedback gain remains as in Example 7.3.20. Briefly discuss what
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the effect of this new controller will have on the system response, in terms of its steady state error, percent
overshoot, and rise time.

R(s) 1 5 ¥(s)

1+— — -

8.7.13 Example

Consider the same block diagram as in the previous two examples, describing a certain control system where a
Proportional + Rate Feedback control is implemented with two gains Kp and Kd. Recall that the conclusion in
the first example was that the Proportional + Rate Feedback control can meet exactly either the specifications
for the Percent Overshoot and the Settling Time, or for the Percent Overshoot and the Steady State Error, but
not for all three. Now, add the Integral term in series with the Proportional Gain, as shown in the diagram in
the second example, and see if the exact values of the required PO, the required Settling Time and the required
Steady State Error can be met: PO =15%, Tot11¢(+29%) = 1.9 secondsand €,5(step)% = 0.

8.7.14 Example

Consider again the system from Example 7.3.17, describing a certain system under Proportional + Rate Feedback
Control. We found the closed loop system transfer function for this system in terms of controller gains K, and
Kd and we determined values of the controller gains such that PO = 10% and Settling time (within +2 0) =1

second. These gain values were: K, = 40.78 and K; = 0.0245.

Now, let's consider a modified version of this system, with the same process transfer function G(s), but now the
closed loop position control system works under Proportional + Integral + Rate Feedback Control, as shown next.

Find the closed loop system transfer function in terms of controller gains Kp and Kd and K. Rewrite this
transfer function using values of gains Kp and Kd as calculated in Example 7.3.17 so that your transfer function
will only have one variable gain, Ki.
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R(s) Y(s)
K, —> G(s) >

Next, consider the following three transfer functions Gl(S), GQ(S) and Gg(s) that correspond to three
specific values of the Integrator gain Ki:

_ 40.78(s+0.3)
Gi(s) = (540.28)(s2+7.725+43.93)
_ 40.78(s+0.7)
Ga(s) = (5+0.69)(s2+7.315+41.45)

_ 40.78(s+02)
G(s) = (5+2.37)(s2+5.635+34.45)

The graph below shows the step responses to a unit reference of the three transfer functions:
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Responses for three different values of Ki
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Trace 1
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0.4 -
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time In seconds

Identify the numerical value of the Integrator gain that corresponds to each transfer function and then match it
with one of the three traces shown in the plot. How did you match plots with transfer functions and gain values?
Explain briefly.

If the P+Rate Feedback Controller from Example 7.3.17 and one of the the Pl+Rate Feedback Controllers in this
example both meet these specs: PO = 10% and Settling time (within :|:2%) =1 second, is Pl+Rate a better
controller? If yes, briefly explain why? If no, briefly explain why.

8.7.15 Example

Consider a feedback system under PID Control as shown. Your task is to calculate the PID Controller parameters.
To do so, please follow the steps described in the following parts.
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PID Controller Process

R(s) 1 20 Y(s)
K |\ 1+—+Ts M — >
? Ts s°+5s+3

— I

We want the compensated closed loop response of our control system to resemble the response of a standard
second order under-damped model that is shown below. Determine appropriate parameters of the model (i.e.
ch, W, C). Write the parameters as well as the model transfer function.

System Step response: Version A

1.4 T | l 1
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08F S S S o o -
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Y (s
Derive the closed loop transfer function, Gcl (8) = % in terms of the controller parameters, Kp, T', and Td

. Find appropriate controller parameters. HINT: Assume the dominant poles model for the closed loop system
based on the model derived in Part 1 and use a factor of 10 times for any additional poles to be placed in the

insignificant region. Substitute the computed values of the controller parameters, K, T}, and Td into the

Y(s
closed loop transfer function, Gcl (8) = % and write the numerical values of its poles and zeros, as well as

the DC Gain of the compensated closed loop. Sketch a Pole-Zero Map for this transfer function. Based on the
Pole-Zero Map, discuss briefly whether the actual compensated system response will differ from the expected
model response, and if so, describe in what way. Try to be brief but specific.

8.7.16 Example

Consider a closed loop positioning control system with a PID Controller in a so-called “series” configuration, as
shown:

PID Controller
“series” configuration :

K, i I Y(s)
S| S (Kas+1) B T 0sa1s >

Process

Derive the Closed Loop system transfer function in terms of Controller Gains K, Kd, and K; and write
the system Characteristic Equation, Q(S) =0.The compensated Closed Loop step response of this system
is to have the following specifications: PO = 10% and Tsettle(:i:Q%) = 0.9 sec. Determine the Closed
Loop system damping ratio, C, and the frequency of natural oscillations, w;,, to meet the transient response
requirements.

Choose the pole locations for the Closed Loop system so that system two complex conjugate (“dominant”) poles
correspond to the desired second order model (above) and the third real pole equals to the value of Integral
Gain so that a pole-zero cancellation in the Closed Loop transfer function occurs. Compute the required
Controller gains K, Kd and K7 Note that you are expected to solve a quadratic equation to find the gains in
item 3), which means you will have two sets of solutions. Choose ONLY ONE set for your final answer — clearly
identify it, and justify your choice by briefly commmenting on any possible differences between the expected
system responses (i.e. of the dominant poles model) and the actual system responses.
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8.7.17 Example

Consider again the same configuration as in Example 8.7.16, where the transfer function of the process is:

_ 1
G(s) = mrrs
The compensated Closed Loop step response of this system is to have the following specifications:
PO = 15% and Tsettle(:l:Q%) = 2 sec. Determine the Closed Loop system damping ratio, (, and the

frequency of natural oscillations, wy,, to meet the transient response requirements.

Choose the pole locations for the Closed Loop system so that system two complex conjugate (“dominant”)
poles correspond to the desired second order model (above) and the third real pole equals to the value of
Integral Gain Kz' so that a pole-zero cancellation in the Closed Loop transfer function occurs. Compute the
required Controller gains Kp, Kd, and Ki. Note that you are expected to solve a quadratic equation to find
the gains in item 3), which means you will have two sets of solutions. Choose ONLY ONE set for your final
answer — clearly identify it, and justify your choice by briefly commmenting on any possible differences between
the expected system responses (i.e. of the dominant poles model) and the actual system responses. Suggest
possible improvements.

8.718 Example

Consider a closed loop positioning system working under Proportional + Integral + Rate Feedback Control, as
shown below.

(1. K 1 Y(s)
. + L _
S | s2+85+10 >

Process

K s+1

Rate Feedback

Derive the Closed Loop system transfer function in terms of Controller Gains Kp, Kd, and Ki and write
the system Characteristic Equation, Q(S) =0. Next, the compensated Closed Loop step response of this
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system is to have the following specifications: PO = 10% and Tsettle(:l:2%) = 1 sec. Determine the Closed
Loop system damping ratio, C' and the frequency of natural oscillations, w;,, to Mmeet the transient response
requirements.

Next, choose the pole locations for the Closed Loop system so that system two complex conjugate (“dominant”)
poles correspond to the desired second order model (above) and the third real pole equals to the value
of Integral Gain so that a pole-zero cancellation in the Closed Loop transfer function occurs. Compute the
required Controller Gains K, Kd, and Ki. Note that you are expected to solve a quadratic equation to find the
gains in item 3), which means you will have two sets of solutions. Choose ONLY ONE set for your final answer —
clearly identify it, and briefly justify your choice.

8.7.19 Example

Consider a closed loop unit feedback control system with a process transfer function as follows:

G(S) - 52(53—10)

The system is to work either under a Proportional + Derivative (PD) Control or under a Proportional + Rate
Feedback, both shown next. The closed loop transfer functions of both systems are already derived in terms of
Controller parameters Kp and Td, and shown.

PD Controller Process

R(S) }’(S)
K, (1+T;s) | G(s) >
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P Controller Process

R(s) Y(s)
K —» G(s) >

1+7,s

Rate Feedback

The closed loop transfer function of the system under PD Control can be derived as follows:

. 2Kp(TdS+].)
Gen(s) = 311052 42K, Tys 12K,

The closed loop transfer function of the system under P + Rate Feedback Control Control can be derived as
follows:

— 2Kp
Gaa(s) = SB+10s2 42K Tys+2K,

We would like the closed loop transfer function to resemble a second order model with the following
parameters: DC Gain,, the damping ratio, , and the frequency of natural oscillations, . The model is described by
the transfer function below:

2

w’n/
§2+4+2Cwn s+w?2

Gm(s) = ch

In order for that to be true, any additional poles and zeros of the closed loop would have to be placed in the
“insignificant region” of the S-plane. Show why it is not possible to implement a PD Controller with a third
closed loop pole at the exact location of — Tid so that a perfect pole-zero cancellation in the closed loop transfer
function Gcll (S) could take place. Next, consider that the closed loop step response is to have a Percent
Overshoot of 10% and the Settling Time (Tsettle(:lz2%)) equal to 0.8 seconds. Show why it is not possible to
implement a P + Rate Controller where we would have the dominant complex poles so that the above specs
are met, and a third closed loop pole at the location that is 10 times further to the left of the S-plane than the
location of the dominant complex poles, i.e. in the insignificant region.

While it is not possible to have all three conditions from Part 2 met, it is possible to find the P + Rate Controller
parameters Kp and Td such that the PO =10%, and the third pole of the closed loop system is 10 times further
to the left of the S-plane than the location of the dominant complex poles, i.e. in the insignificant region.
Compute the Controller parameters Kp and Td, then find the resulting natural frequency and estimate the
resulting Settling Time (Tsettle(:I:Q%)) of the compensated closed loop step response.

8.7 Examples | 188



8.7.20 Example

Consider a closed loop control system working in a feedback configuration under Proportional + Rate Feedback
Control, shown in Figure below:

P Controller Process

R(s) 0.1(s + 50) ¥ (s)
K, ™ (5+05)(s+1)

K, s+1

Version A Rate Feedback

Determine the value of the Proportional Gain, K, such that the closed loop step response will have a Steady
State Error of 5%. Next, determine an APPROXIMATE value of the Rate Feedback Gain, Kd, such that the closed
loop step response will have a Percent Overshoot of 15%. HINT: Make a simplifying assumption based on the
Dominant Poles Model to arrive at this estimate.

Next, determine the ACCURATE value of the Rate Feedback Gain, Kd, such that the closed loop step response
will have a Percent Overshoot of 15%. Note that you are solving only a quadratic equation. Finally, compare the
two values of the Rate Feedback Gain, Kd, (i.e. the approximate and the accurate value) and comment on
whether the simplifying assumption you made in the previous item is valid, and on how much difference, if
any, using the approximate value would make. You may want to refer to the pole-zero map of the compensated
closed loop system to make your argument.

8.7.21 Example

Consider a unit feedback control system where the process is a first order transfer function G(s), and the
Controller transfer function is described below as GC(S):

G(s) = _(s+10.5_)

_ +
G ( 8) - abllss —|—alo
(s

(s

>~<

Derive the closed loop transfer function, Gcl (S) = , in terms of the controller parameters, g1, (), and bl,

Il =
.o\_/

and write the system Characteristic Equation, Q(S)
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Assume that the closed loop system response can be approximated using a second order dominant poles
model. The compensated closed loop step response of this system is to have the following specifications:
Percent Overshoot, PO = 10%, Settling Time, Tsettle(:l:2%) = 2 sec, and Steady State Error, €ss(%) — 5%
. Identify an appropriate model, Gm(s), that would meet these specifications.

Next, find controller parameters (a1, ag, and bl) and identify the nature of the controller i.e. is it a PD, PI, PID,
Lead or Lag Controller.

Briefly describe how the actual closed loop system response would compare with the model response.

8.7.22 Example

Consider the closed loop control system with a relatively slow hydraulic process under a modified PID Control,
with Rate Feedback replacing the Derivative term, as shown in the diagram next.

P+l Controller Process

R(s) P ) Y (s)
K +—L > 2 >
- P (s+0.1)

K,s [—]

Rate Feedback

The desired step response specifications are as follows:

percent Overshoot, PO = 20%
Settling time within 2% of the steady state value, Tsettle(:i:Q%) = 10 seconds

Steady State Error, €ss% — 0

Your task is to calculate the PID Controller parameters, K., Kd, and Ki so that the above specifications are
met. In order to do so, follow the steps outlined next.

Find the closed loop transfer function, Gcl(s), in terms of controller gains K, Kd, and K7 Choose the
location for the two dominant poles of the closed loop based on a standard second order dominant poles
model. Compute model parameters Wy, C as appropriate, given the time response specifications.

Find the controller gains K, Kd, and Ki so that the design benefits from a pole-zero cancellation, thus
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resulting in a closed loop transfer function identical to that of the above model, i.e. Gcl(s) = Gm(s). HINT:
This can be accomplished by placing the third closed loop pole at the EXACT location of the closed loop zeros
from above. What is the resulting Steady State Error to a unit ramp reference signal?

Next, consider the same closed loop control system and the same transient requirements, but now it is also
required that the compensated closed loop response tracks the unit ramp with the steady state error equal to
0.2 units (e_{ss(ramp)}=0.2).Check your calculations in item 4) to determine which controller gain is responsible
for the steady state ramp error, and calculate the value of that gain so that the error condition is met.

Since the ramp steady state error will pre-determine one of the controller gains (see above), we can no longer
impose the perfect pole-zero cancellation requirement on the design. Therefore assume that the third closed
loop pole is at location s = -a, which needs to be determined, together with the two remaining controller gains.
Find the value of as well as of the two gains. The first design uses a pole-zero cancellation so its response is
expected to be exactly like the response of a second order system. Check off in the tables below how different
the response of the second design is, based on where its poles and zeros are and briefly explain why?

Higher? Lower? The Same?
Percent Overshoot
Rise Time

Steady State Error for a step
reference

Steady State Error for a ramp
reference

8.7.23 Example

Consider again a unit feedback closed loop control system from Example 8.7.10, where the process transfer
function was described below as G(s), and the Controller transfer function GC(S) was a Lead Controller.

G(s) = sy Gls) = gt

Y (s
Derive the closed loop transfer function, GCZ(S) = % in terms of the controller parameters, g1, G, and

bl, identify the closed loop characteristic equation. It is required that the compensated closed loop step
response of this system have the following specifications: Percent Overshoot, PO = 15%, Settling Time,
Tsettle(:l:2%) = 1.5 sec, and Steady State Error, €ss(%) — 0%. Use the “Top-Down” design approach to
identify the required closed loop characteristic equation that would meet the specifications, and find
appropriate controller parameters, gy, Gq, and bl- Write the required closed loop characteristic equation,
controller parameters and its transfer function, GC(S), and identify the nature of the controller (i.e. is it PD, PI,
PID, Lead or Lag Controller).

HINT: Assume that has the closed loop system has two dominant poles with a damping ratio C and the natural
frequency Wy, corresponding to the desired step response specification, and that the third closed loop pole is
at a location ten (10) times further to the left of the s-plane than the Real Part of the dominant complex poles.

Figure shown next shows a comparison of the step responses to a unit reference - these are the
uncompensated closed loop step response, compensated closed loop step response and 2nd order dominant
pair model step response. Identify the traces on the plot, i.e. match each trace label with the correct description.
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8.7.24 Example

Consider again the positioning system from Example 3.3.13, shown next. The transfer functions Gcl(s) and
Gd(s) were derived and the numerical values substituted:

_ _s) 80 _ _Q(s) _ _—0.025s-40
Ga(s) = Qref(s) 52421451188 Ga(s) = Tais(s5) — 52421.451188

The system output was: Q(S) = Gcl(s) : R(S) + Gd(S) 'Tdist(s)- For the resulting system transfer
function Gcl (8), estimate the following closed loop step response specifications: €ss(step)% —steady step error

in % to a normalized unit step input, P.O. - Percent Overshoot, and Tsettle(iQ%) - settling time.

Next, assume K =1 if the reference speed signal is Wre f (t) = 300%1 and Tdist(t) = 0, what is the output

speed? With the same reference, if the torque disturbance signal is Tdist (t) = 100 N'm, what is the output
rad

in —=2
speed change in Sec
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Next, calculate the required Proportional Gain K to achieve €ss(step)% — 10%. For that value of K, estimate

. . . _ rad —
the resulting P.O. and Tsettle(:l:2%)~ If the reference speed signal is Wre f (t) = 300@ and 1 i;st (t) =0
, what is the output speed? With the same reference and gain K, if the torque disturbance signal is

Tdist (t) = 100N'm, what is the output speed change in %’?
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9.1 Introduction

One of the most versatile controller configurations for simple single feedback loop control is a PID Controller.
We already became familiar with the various forms of this controller both in the Lab as well as in two previous
Chapters, where we utilized the “Top-down" design approach to finding the controller gain values, based on the
understanding of the second order model and the effects of additional poles and zeros on the system response.
In this Chapter we will further discuss the properties of the three-mode controller (PID), including some of its
practical aspects.

PID Controller
parallel configuration

R(s)
s [Kig} N G(s) Y(s) >

Process

Figure 9-1: Basic Unit Feedback Closed Loop System under PID Control (Parallel Structure)

The three-mode-controller name (PID) stands for Proportional + Integral + Derivative. Its parallel configuration
is realized as follows:

Gpip(s) = K, + % + Kys
u(t) = Kp ’ G(t) + KZ f 6(t)dt + Kd dz(tt) Equation 9-1

where e(t) is error, and u(t) is the Controller output, actuating the Process. Equation 9-1 represents the so-called
Parallel PID Structure, where the three modes of controller operation are added - the controller output is a sum
of the three control channels: P, | and D. The parallel structure is very easily implemented digitally. This form
is also very convenient for intuitive, step-by-step controller tuning where each mode is added independently.
For more on PID tuning, see appendices in Lab 2. The tuning approach, unlike the more analytical “top-down”
design approach, does not guarantee the “best possible” combination of parameters, but it provides a good
starting point for an analytical design where Root Locus Analysis or Frequency Response Analysis (more on
Frequency Response to come in Chapter 12) are considered.

A variation of the Parallel Structure is also used, shown Figure 9-2, with the Proportional Controller Gain as a
multiplier — it is more useful when Root Locus Analysis is used (more on Root Locus to come in Chapter 10), as
we can vary the Proportional Gain - this is not possible for the classical Parallel Structure of Equation 9-1.
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PID Controller
parallel configuration

™ }7(3)
—> G(s) >

Process

R(s)

p
[ K;‘
K1+ 4K s

. ) S

Figure 9-2: Basic Unit Feedback Closed Loop System under PID Control

However, the problem with the Parallel PID Structure is that the zeros of the closed loop transfer function,
shown in Equation 9-1, interact, since they are solutions of a quadratic term —when one zero location is changed
(i.e. the value of one of the time constants is changed), the other zero moves as well.

Therefore, for a more analytical approach (i.e. if we want to use the Root Locus, or Frequency Response plots to
design the PID Controller) this form is not so convenient: the two zeros interact, shifting at the same time. An
alternative configuration of the PID Controller can be implemented, called the Series PID Controller Structure,
shown in Figure 9-3 and in Equation 9-2. The zeros of the closed loop transfer function are now independent
and can be moved on the Root Locus or on the Frequency Response plot one at a time.

PID Controller
series configuration

R(s) Y(s)
Kp[lJrEj(deH) —» G(S) >

5

Process

Figure 9-3 Series PID Controller Structure

Gp]D(S) = Kp(l —+ %)(1 —+ KdS) Equation 9-2

Finally, when the Series PID structure is divided into two terms, one in the forward path and one in the feedback
path, we have the Pl + Rate Feedback structure as shown in Figure 9-4.

Both the Parallel and the Series PID Structures have two zeros, and therefore contribute these two zeros to
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the closed loop transfer function. In case of the Pl + Rate Feedback, only one zero is contributed to the closed
loop transfer function. The Pl + Rate Feedback Structure can be used if the Derivative effect has to be reduced
because either we have a large additional overshoot in the step response because the system zeros are in the
dominant region, or a wind-up effect is taking place, or when we are dealing with a noisy environment, since
the Bandwidth of the system with only one zero is smaller than the Bandwidth of the system with two zeros and
thus the configuration with the Rate Feedback provides more attenuation for noise, which is usually a higher
frequency phenomenon.

Pl Controller
Process

R(s) v Y(s)
K, |1+~ > G(5s) >

K, s+1

Rate Feedback

Figure 9-4 Pl + Rate Feedback Controller Structure

In general, when dealing with a system under PID Control, we take the following steps:

Obtain a closed loop system that is stable

Exert a reasonable level of control signal to the process — the Proportional Controller does most of the
work. Proportional Mode is the “work-horse”, or the “muscle”, of the PID Controller. Proportional Mode is
used to provide stable, fast and accurate response.

Integral and Derivative Gains should be used sparingly, to make subtle adjustments in the system
response:

o o Integral Mode increases the System Type and therefore reduces the steady state error — Pl
(Proportional + Integral) Control is used to improve steady state tracking.
o 0o Derivative Mode is used to increase damping — PD (Proportional + Derivative) Control is used to
increase damping and therefore to decrease oscillations and also to speed up the system response.
Fine-tune as required during implementation by adding the Integral and Derivative action.

An important observation about the PID Control — the Integral and Derivative action should be used sparingly!
A nice analogy for the Controller settings is to think about the Proportional Control as a main meal, while the
Integral and the Derivative are like salt and pepper — while these condiments are needed to have a tasty meal,
too much of either will spoil the taste.

The basic control actions in a PID Controller are as follows:
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Proportional Control
Pl (Proportional + Integral) Control

PD (Proportional + Derivative) Control (or its variation, Proportional + Rate Feedback)
PID (Proportional + Integral + Derivative) Control

Plots shown next show the effects of the actions of each Controller Mode. Figure 9-5 shows a screen capture of

a Java Applet where a typical closed loop system response to Proportional Control is shown — steady state error
vs. oscillation tradeoff takes place as the gain is increased.

PID Response of a Transfer Function for Unit Step Setpoint Change
Output (N lized
1.2L|_l|p-L1 (Hermalized) [ Superimopse plots
S Set Paint Hold current plot ‘
o] | osme
Choose a Function
030 +
FOPDT System -
0.00 } t !
0.0 10.0 15.0 200 .
Time /(TimeConstant) Setpoint Change -
Process Parameters Kc= 25 by 0.00 - Tmax: 20
¥0 0r ¥ 1.00 1Maul= 00 by 0.00 -
ja
Time delay:  0.50 TauD= 00 | by 000 - Reset | RePlot |
Plot #1 : PID parameters are : 2.5, 0.0, 0.0

Figure 9-5 Proportional Control

Figure 9-6 shows the effect of Pl Control, with the steady state error integrated to zero. Figure 9-7 shows the
effect of PD Control which has no effect on the steady state, but reduces oscillations in the transient state.
Finally, Figure 9-8 shows the effect of a well-tuned PID Controller.
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PID Response of a Transfer Function for Unit Step Setpoint Change
Cutput (N lized
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Time delay:  0.50 TauD= 00 by 0.00 i Reset | RePlot |
Flot#1 : PID parameters are: 25 0.2 0.0

Figure 9-6 Proportional + Integral Control
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PID Response of a Transfer Function for Unit Step Setpoint Change
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Figure 9-7 Proportional + Derivative Control
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Figure 9-8 PID Control
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9.2 Proportional Control

Figure 9-9 shows a basic closed loop configuration with proportional Controller.

R(s) + Y(s)
— K, —— G(s) >
Proportional Process (Plant)
Controller

Figure 9-9 Basic Unit Feedback Closed Loop System under P Control

We looked at the operation of the closed loop system under Proportional Control before, so this is just a recap.
Consider an example where the process transfer function is as follows:

5

p— 2 . .
G(S) T s2455+2  s24+10s+2 Equation 9-3
The closed loop system transfer function is then calculated as:
_ KpGi(s)Ga(s) _ 10K, .
Gap)(s) = T+ K,G1(5)Ga(s)  s2+1553+54524+305+(4+10Kp) Equation 9-4

The critical gain can be calculated from Routh-Hurwitz Criterion as /K ..;; = 10 and the resulting frequency
of marginal oscillations is calculated as W,s = 1.41 rad/sec. Figure 9-10 shows the effect of Proportional
Control on the closed loop step response of this system — when the controller gain is increased, we see a
tradeoff between better steady state tracking and worsening transient response and corresponding reduction
in the system relative stability (Gain Margin is reduced as gain increases). Working with high gain values is not
satisfactory as well because of real-life effects such as possible controller output saturation which makes the
control less effective as the system is no longer linear.
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reference
K=1
— K=2
— K=25

Figure 9-10 Closed Loop Step response of the Example System under P only Control

Figure 9-11 shows the same system response in presence of a disturbance. As Equation 9-5 shows, the closed
loop response of an LTI system is a superposition of the responses to reference and to disturbance signals.
In the steady state, ideally we would want the reference-to-output transfer function to be equal to 1, in order
to perfectly duplicate the reference. When the disturbance occurs, we cannot do anything about it as by
definition, it is an unknown signal. Therefore, to reduce its effect on the system output, ideally we would want

the disturbance-to-output transfer function to be zero.
_ Y(s) _ _KpG(s)
Gals) = R(s) [D(s)=0 = T+ K,G(s)

Y(s G(s
Gist(s) = #SNR(S):O - 1+Ki()¥(8)

Y(s) = Gl(s) - R(s) + Ggist(s) - D(s)

»G(s s .
Y(S) = L{‘(Té()s) : R(S) + % : D(S) Equation 9-5

As seen in As Equation 9-5, when the Proportional Gain increases, the steady state value of the closed loop gain
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(DC gain for the reference-to-output transfer function) will increase, thus improving the steady state tracking
of the reference. Similarly, the steady state value of the disturbance-to-output transfer function decreases.
Theoretically, when Kp — 00, Kpc = Gcl(O) — 1 and when Gdist(o) — 0. Of course, realistically,
before that happens, the system will either become unstable or will saturate. Nevertheless, the gain increase
does result in the reduction of the disturbance effect on the steady state system response, however the trade-
off again is more transient oscillations in response to disturbance signal.

16 T T T T T T T T T
reference
disturbance

140 ———K=1 g
K=2

—K=25

1.2 h
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0.4l | .
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0
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Figure 9-11 Closed Loop Step Response Under P Control — Effect of Disturbance

9.2.1 Summary of Proportional Control Attributes

Steady State Tracking

high proportional gain — small steady state error
low proportional gain — large steady state error

Dynamic Tracking

high proportional gain — increased system oscillations — can lead to instability
high proportional gain — undesirable (strong) control effort — may saturate the controller
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high proportional gain — wear and tear of equipment
low proportional gain — sluggish, overdamped response

Disturbance Rejection

high gain needed to reduce the effect of disturbance on the steady state tracking
high gain — undesirable: lower stability, possibility of saturation, oscillations
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9.3 Proportional + Derivative Control

Consider again the example fromm Chapter 9.2, where G(s) was described by Equation 9-3. Assume the closed
loop system has a PD Control implemented. You are, or will be, be familiar with the PD Control from Lab 2.
Replace the Proportional Controller in Figure 9-9 with the PD Controller described by the following transfer
function:

Gpp(s) = K, - (Kgs+1)or
GPD(S) = Kp . (Tds + 1) Equation 9-6

The adjustable derivative variable is referred to either as the Derivative Gain, Kd, or the Derivative Time
Constant, T4. The closed loop system transfer function is then as follows:

_ Kp(+Kgs)G(s) 10K, (1+Kys) .
Garp(s) = THK,(1+K25)G(s) — s*11553 15452+ (30+ 10K, K )5+ (4+10K,) Equation 9-7

Let's assume the value of the Derivative Gain Kd = 2 seconds. The critical gain can be calculated from Routh-
Hurwitz Criterion as K s+ = 33.55 and the resulting frequency of marginal oscillations is calculated as
Wose = 6.84 rad/sec. Figure 9-12 shows the effect of Proportional + Derivative Control on the closed loop
response of this system — with the same controller gain value, the oscillations are greatly reduced but there is
no effect on the steady state tracking (error).

Figure 9-13 shows the same system response in presence of a disturbance. As expected, there is no effect on
the steady state controller effectiveness in reducing the effect of the disturbance, but the transient effect of the
disturbance signal is reduced - fewer oscillations. Figure 9-14 shows how the changing value of the Derivative
Time Constant (the same as Derivative Gain Kd) affects the system closed loop response. The larger the value
of the Derivative Time Constant (or Derivative Gain) the stronger the Derivative effect — hence fewer oscillations.
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Figure 9-12 Closed Loop Step response of the example System under Proportional + Derivative Control
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Figure 9-13 Closed Loop Step response Under PD Control — Effect of Disturbance
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Figure 9-14 Closed Loop Step response Under PD Control — Effect of Changing Derivative Time Constant

9.3.1 Proportional + Derivative Control in Presence of Noise

Let's consider now the effect of using a Derivative Control on the system closed loop frequency response
— specifically, its bandwidth. Figure 9-15 shows the closed loop frequency response of the system under PD
Control vs. the closed loop frequency response of the system under P + Rate Feedback Control.

As seen in Figure 9-15, the Derivative term in frequency domain is characterized by a constant +20dB/dec slope
on the magnitude plot. Thus, the closed loop zero in PD configuration increases the bandwidth of the closed
loop system, as shown in Figure 9-15, thus reducing the noise attenuation. This effect does not occur with the P
+ Rate Feedback configuration, as that configuration does not have a zero. The effect of these differences in the
closed loop bandwidth is illustrated in Figure 9-16 which shows a comparison of the responses of a closed loop
system under PD Control vs. P + Rate Feedback Control, when the system operates in an environment subject
to noise.

As can be seen, PD Control significantly amplifies the noise and as such it is not recommended in environments
where noise is expected. If the controller is to operate in a noisy environment, P+Rate Feedback scheme is a
better option. However, if the reduction of the Derivative effect is not sufficient, there is one more possibility
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Figure 9-15 Bandwidth of the Closed Loop System: PD vs. Rate Feedback

9.3 Proportional + Derivative Control | 210



DsEdasa NA A/ 2L D
PO control with noise K. = 1 Td = 10

15 T T T T
1| — reference
! ! | —— Frop. only
: : | — PDi{cascade)
+| —— PDirate
1 ”}V . ; ; ; ;
[:]5 i T ___-; _____ ) ; - I 1
0 : : : :
0 5 10 1 20 25

time in sec
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9.3.2 Summary of Proportional + Derivative Control Attributes

Steady state tracking:
Derivative action has no effect on the system type and on steady state errors
Dynamic Tracking:

Derivative can be implemented as PD term in cascade, or as rate feedback. The rate feedback
configuration will not introduce a zero to the system, and will be slower, but also without an additional
overshoot.

High proportional gain — undesirable (strong) control effort — may saturate the controller

Derivative is implemented by introducing a zero to the system, which has a high-pass filter characteristic.
Thus, Derivative Mode increases the system bandwidth, and makes it more susceptible to noise, as higher
frequency components are not well attenuated

Typically, too much of the Derivative action results in a jittery response and vibrations. Rate feedback is not
as noisy as the cascade configuration.
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9.4 Proportional + Integral Control

Let's consider again the example from Chapter 9.2, where G(s) was described by Equation 9-3. Assume the
closed loop system has a Pl Control implemented. You are, or will be, be familiar with the PI Control from Lab
3. Replace the Proportional Controller in Figure 9-9 with the Pl Controller described by the following transfer
function:

Gpils) = Kp- (%4 1) o

— 1 )
GP](S) = Kp . (m + 1) Equation 9-8
The adjustable integral variable in the Pl Controller is represented either by the Integral Gain, K‘, or the Integral
Time Constant, T;. Note that 7; = KL The closed loop system transfer function is then as follows:
2
KP(H%)G(S) 10K, (s+K;) .
Gapi(s) = K, (1+ﬁ)G(S) = 55+15s4+54s3+30512)j(4+10Kp)5+10KpK11 Equation 9-9

We can use either the expression for Integral Gain, or its inverse, called the Integral Time Constant . Let’s
have 7; = H seconds. The critical gain (for marginal stability of the closed loop) can be calculated from
Routh-Hurwitz Criterion as K -jy = 6.65 and the resulting frequency of marginal oscillations is calculated as
Wose = 1.17 rad/sec.

Figure 9-17 and Figure 9-18 show the effect of Proportional + Integral Control on the closed loop response of
this system - the steady state tracking is seen improved — the steady state error is being integrated to zero.
Figure 9-19 also shows how the changing value of the Integral Time Constant T; affects the system closed loop
response, this time in presence of a disturbance. The smaller the value of the Time Constant T3, (i.e. the larger
the value of the Integral Gain Ki), the stronger the Integral effect — the error is integrated to zero faster, but
there are more oscillations.
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Figure 9-17 Closed Loop Step Response of the Example System under Proportional + Integral Control
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Figure 9-18 Closed Loop Step response Under Pl Control — Effect of Changing Integral Time Constant
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Figure 9-19 Closed Loop Step response Under Pl Control — Effect on Disturbance

9.4.1 Effect of Windup in Integral Controller

Let's discuss now the effect of the Integral Control on the controller output. In an ideal LTI system, the system
linear range is infinite. In real life systems, the actuator input can saturate due to physical limitations on its
dynamic range —there is a limit beyond which the controller output is truncated. Because the integral controller
input is non-zero as long as there is an error in the system, its output tends to reach that limit relatively quickly.
Figure 9-20, left, shows the controller output signal when there is no saturation in it. The system response is
linear, and shown on the right.

E Controller Output

Figure 9-20 PI Control: Controller Output and System Output — No Saturation

Figure 9-21, left, shows the controller output signal when there is saturation —shown as clipping of the controller
output. When the controller output saturates and the integral action is not switched off, the controller output
command still keeps growing because the error signal is still present. Once the system comes out of saturation,
the system will try to “catch up” to that command, and the system output response will show a large overshoot,
as a result of the energy stored in the integrator. This is known as a Windup Effect. This is visible in Figure 9-21,
right, as an additional overshoot in the response.

E Controller Output

Figure 9-21 Pl Control: Saturated Controller Output and System Output - Windup Effect
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To remedy the problem, a so-called Anti-Windup scheme is implemented, which turns off the integral action as
soon as actuator saturation occurs. A simulation of the Anti-Windup scheme is shown in Figure 9-22.

L]

Caontroller
Td dufdt
%[/ Output

Drerivati
Crerivative ain Bivative
» 0
angle » cantraller
Saturation
arrar Frap. output
Contral waltage

Integral
Contral

Antivindup

Figure 9-22 PI Control: Anti- Windup Configuration in Pl Controller

The unsaturated signal represents the controller digital algorithm output, and the saturated signal, U(s), is the
actual analog controller output, which stays between some set hard limits. When the system is unsaturated,
the anti-windup signal is zero, and the integral action works as intended. When U(s) saturates, an additional
loop around the integrator is created, effectively replacing it with a first-order term with an anti-windup time
constant.

— T .
G(S) - Ttsfl—l Equation 9-10

The smaller the anti-windup time constant is in Equation 9-10, the less effective the integral action is, i.e. the
stronger the anti-windup action. Figure 9-23 shows the effect of Anti-Windup on the response of the Pl system.
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Figure 9-23 PI Control: Anti- Windup Effect on the Response of a Pl System

9.4.2 Summary of Proportional + Integral Control Attributes

Steady state tracking:
Integral action stronger for small integral time constants
Integral action increases system type — smaller step errors and ramp errors
Integral action reduces the effect of disturbance in the steady state

Dynamic tracking:

Integral action introduces increased system oscillations, — possible instability
Possible saturation in the controller (windup) — Anti-Windup scheme
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9.5 PID Controller and Its Tuning

PID Controllers yield themselves to simple, empirical (i.e. experimental) adjustments in order to achieve a
satisfactory response. Let's consider again the example from Chapter 9.2, where G(s) was described as:

G(s) = 3

2
s24+5s5+2 s2+4+10s+2

Assume the closed loop system has a PID Control implemented. Replace the Proportional Controller in Figure
9-9 with the PID Controller in its Series Configuration, described by the following transfer function:

Gpip(s) =K, - (% + 1) - (Kgs+1)or
GPID(S) = Kp . (% + 1) . (TdS + 1) Equation 9-11

The adjustable variables in the PID Controller are represented either by the Proportional Gain, K, Integral
Gain, K;, and the Derivative Gain, Kd,or by the Proportional Gain, K, the Integral Time Constant, 75, and the
Derivative Time Constant, T4. Note that T; = I% Let's assume the value of the Derivative Gain (or Derivative
Time Constant Ty = 2 seconds) and the value of the Integral Time Constant T; = d seconds ((or Integral Gain

Ki = (.2). The closed loop system transfer function of this system under PID Control is shown in Equation
9-12.

. (5) Kp(1+%)(de+1)G(s)
cdPID\S) = K,
14K (1458) (Kas+1)G(s)
105, (s+K;) (K gs+1 .
Gaprp(s) = sS+1554+54s3+(3o+10Kp}§5)s+2+(4)1(+1%1?p+)10KPK,.Kd)s+10KpK,. Equation 9-12

The critical gain can be calculated from Routh-Hurwitz Criterion as K p;; = 33.61 and the resulting
frequency of marginal oscillations is calculated as Wyg. = 0.83 rad/sec.

Figure 9-24 and Figure 9-25 show P, PI, PD and PID modes comparisons for this Example. Figure 9-26 shows
the the closed loop response of this system under a well-tuned PID Controller. The PID structure increases the
System Type by one due to the presence of Integrator in the controller, and also introduces two closed loop
zeros. The net effect, as can be seen in Figure 9-26, is that both the steady state tracking and the transient
response are improved.

The specs achieved by using an empirically tuned PID Controller will not be optimal (i.e. mathematically best
given a set of criteria), but usually satisfactory in an industrial environment. This flexibility and ease of use is
one of the reasons for PID continuing popularity. There are many sophisticated controller design methods such
as pole placement via multiple state feedback, optimal control, Kalman filter design, adaptive reference model
control, etc,, but they all require an in-depth knowledge of fairly difficult theoretical background in order to be
used effectively.
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Figure 9-24 Proportional vs. PD and Pl Control
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Figure 9-25 Comparison of P, Pl, PD and PID Control Modes
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Figure 9-26 Well-Tuned PID Controller for the Example System

In contrast, PID setting adjustments, i.e. tuning, can be done almost intuitively, using simple sets of rules
— the so-called tuning methods such as Ziegler-Nichols tuning. It is done best, when combined with basic
understanding of Root Locus rules and of relative stability concepts — Gain Margin. For more information on PID
tuning, read the Appendix to Lab 2 instructions.

9.5.1 PID Controller in Presence of Noise

As discussed previously, Derivative Control increases the system bandwidth, due to the presence of a zero, thus
reducing noise attenuation. This effect is even stronger in the PID Controller, since this controller has two zeros.
If the system is to work in a noisy environment, this may result in unsatisfactory noise attenuation. As discussed
before, Rate Feedback term may be used to replace the Derivative term. When this is not sufficient, another
option is to replace the Derivative term with the so-called Lead Compensator (Controller). We will discuss Lead
Compensation in more detail in the following chapters. The modified Controller transfer function is shown in
Equation 9-13.
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Go(s) = K, (1 + i) :

As Figure 9-27 shows, when the PD term is replaced with a lead component (Oz < 1) the zero of the lead
component is smaller than the pole, and as a result, the magnitude slope initially goes up but then levels off. On
the phase characteristic, the PD term adds +90° phase as frequency — 00. With the lead component, while
the phase characteristic initially increases, it too levels off. The effectiveness of the Derivative action is reduced,
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Figure 9-27 Frequency response of a Series PID Controller vs. Pl + Lead Controller
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9.6 Effect of PID Controller Modes on
System Stability

PID Controller modes affect the overall system stability and Gain Margin. In general, if Proportional Mode is our
reference, Integral (or Proportional + Integral) Control reduces relative stability of the closed loop system, while
Proportional + Derivative Control increases relative stability of the closed loop system. Let's consider again the
example from Chapter 9.2, where G(s) was described by Equation 9-3. The summary of stability analysis for all
four modes of PID Controller for this example is shown in Table 9-1. We shall return to this topic later, using Root
Locus analysis for discussion.

r,=2 7,=5 Routh-Hurwitz Results

PD PID
Control | Control

K . 10 6.65 33.55 33.61

CFl

o . 141 1.17 6.84 6.83
rad/s rad/s rad/s rad/s

Table 9-1: Summary of Stability Analysis for the Example System
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9.7 Examples

9.7.1 Example

Consider a closed loop unit feedback system operating initially under Proportional Control where the process
transfer function G(s) is as follows:

R(s) | I T 1 r(s)
B (s+1) >

Part 1. Find the stability range, and assume the operating gain such that the Gain Margin = 2.

Part 2. Next, replace the gain with a parallel structure of the PID Controller, with the settings for the Derivative
Time Constant Ty = 2 seconds and for the Integral Time Constant 7; = 1(0seconds. Fine-tune the PID
Controller by simulations.

972 Example

Consider again the system from Example 7.3.17 and Example 8.7.14, only now the P+Rate Feedback and Pl+ Rate
Feedback are replaced with a series configuration of a PID Controller, as shown.

R(s) Y(s)
KP[HEJ(KG,SH) —> G(S) >

5

G(s) process transfer function remains the same as before:
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_ 1
G(s) = 23757

All gain values are kept exactly the same as you determined them in those two previous examples:

K, =40.78 K4 = 0.0245 and K; = 0.7. How different will be the PID system closed loop transfer
function from the P+Rate and Pl+Rate? How different will the system step response be? Will the difference be
significant? Briefly justify your answers.
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10.1 Introduction

The Root Locus method is a graphical technique used to plot the location of the poles of a closed loop system
as one of the system parameters is varied. This technique is used to provide a measure of the relative stability
of a system, as well as to determine appropriate parameter values, which will yield suitable root locations. In the
general case the open loop transfer function is G(s)H(s). However, typically an equivalent open loop system is
analyzed, with H(s) = 1. Root Locus equations below are derived for such a case, without a loss of generality (see
the notes on the equivalent unit feedback loop).

Consider a simple unity feedback system, such as in Figure 10-1, with the variable proportional controller gain K.
The closed loop system transfer function and its characteristic equation are as follows:

__Y(s) _  KG(s)
G = RES? T 1+KG(s)

1+ KG(s)=0
controller
input output output
Rs) 5 Y(s)

r XS G(s)

Proportional
Control

Process

Figure 10-1 Closed Loop Equivalent Unit Feedback System under Proportional Control

The location of closed loop poles can be traced by plotting them on the same plot for different values of
proportional gain K, as shown in Figure 10-2. The resulting plot is called the Root Locus plot. The Root Locus
technique can be used to an s-domain based analysis and design of control systems.

The poles of the closed loop system are determined by solving the characteristic equation:

1+ KG(s)=0
— G(s) = —%
— ‘G(S)’ZG(S) = —% Equation 10-1
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Figure 10-2 Example of a Root Locus Plot

Therefore, for the points in S-domain to belong to the Root Locus, it is necessary that two equations be satisfied:

|G(S)’ = % (magnitude criterion)
ZG(S) = 1800 + n360° (angle criterion) Equation 10-2
So, for any gain K, we can solve the above equations to determine the closed loop system pole locations. Notice,

if we allow the controller gain to vary, i.e, 0< K< 00, and solve the above two equations, we can plot the

resulting locations (loci) of the closed loop system poles for all (positive) choices of controller gain K, as shown
in Figure 10-2.
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10.2 Evans' Root Locus Construction
Rules - Introduction

To use analytic techniques to solve Equation 10-2 for < K< o<, is time consuming, since we would have
to tediously solve and plot the resulting magnitudes and phase angles of G(s) that satisfy the magnitude and
phase criteria. Also, note that no formulae exist for roots of polynomials of order higher than third, and the roots
for polynomials of higher orders have to be found using iterative numerical methods, such as Newton-Raphson.

However, as it turns out, such analytical solutions are not necessary because Root Loci follow a set of simple
construction rules that were formulated in 1948 by Walter R. Evans, who was working in the field of guidance
and control of aircraft. These rules stem from Equation 10-2 that must be satisfied for every point on the Root
Locus, and constitute an orderly process for sketching an approximation of the root loci for 0< K < o0.

Evans’ Root Locus construction method utilizes the graphical evaluation of a function in the s-plane:

for any point in the s-plane, the open loop function G(S*) can be evaluated;
the angle criterion for

G(S*) can be checked;

if the angle criterion is met, the point $* belongs to a system Root Locus.

Construction rules developed by Evans dealt with:

Rule 1: Beginning and end of Root Locus plot, symmmetry;

Rule 2: Points on the Real axis;

Rule 3: Asymptotic angles and centroid;

Rule 4: Break-away (break-in) points;

Rule 5: Crossovers with Imaginary axis;

Rule 6: Angles of departure (arrival) from/to complex poles (zeros).

Evans also established how to determine the Proportional Gain used in the closed loop system operation that
corresponds to any particular point $* on the Root Locus by:

Preparing an accurate Root Locus plot
Using the magnitude criterion to evaluate the gain at the point $*

* *\ __ * 1
1+ K*G(s*)=0— K = G

NOTE: In Matlab, to plot Root Locus plots and to evaluate the gains on the plots, we will use the rlocus.m and
rlocfind.m subroutines. Figure 10-3 shows where the starting points of RL are, the crossover with the Imaginary
axis, asymptotes, centroid and break-away point on RL.
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Figure 10-3 Components of a Root Locus Plot

As a MATLAB example, consider a unit feedback closed loop control system under Proportional Gain, where
the process transfer function G(s) is as shown below. The Root Locus plot is obtained by MATLAB and shown in
Figure 10-4.

G(s) =

10 _ 10
$3+17s24+80s+100 — (s+10)(s+5)(s+2)

231 | 10.2 Evans' Root Locus Construction Rules - Introduction



==
==
=2
e
==
==
==
=
==

>> G=tf(10,conv(conv([1 2],[1 5]),[1 10]))

Transfer function:
10

s"3+17s"2+80s+100
>> zpk(G)

Zero/pole/gain:
10

(s+10) (s+5) (s+2)

>> rlocus(G)
>> axis([-40 10 -25 25))
-
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Figure 10-4 MATLAB Example of a Root Locus Plot
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10.3 Evans Root Locus Construction Rule
# 1. Beginning, End and Symmetry

This Rule deals with the beginning and end of the Root Locus plot and its symmetry. We begin by writing the
closed loop system characteristic equation in the form:

1+ KG(S) =0 Equation 10-3

Secondly, we factor G(s) and rewrite the polynomial equation as:

1+KG(5):1+KZZ\;E§§ :1+K%:0 Equation 10-4
Therefore:
H?:I(S — pz) + KHZZl(S — Zz) =0 Equation 10-5

Notice that when K = 0, the roots of the characteristic equation are simply the roots of D(s). Notice that as the
gain approaches infinity (i — 00) the roots of the characteristic equation are given by the roots of N(s).

We observe that the root loci start at the poles, and finish at the zeros. So, if there is an excess of finite poles over
finite zeros, as is the case in strictly proper systems, where do these extra loci go as K — 00? The only way to
satisfy the criterion is to conclude that the excess branches must tend to zeros located at infinity as K — 00.
Observations lead us to form our first rule for root locus construction:

Rule 1: Each branch of the root locus is a continuous curve that begins at a pole of G(s), and ends at a
zero of G(s). If the open loop system has m zeros and n poles, with . < 1, then m of the root locus
branches will begin at a pole and end at a zero. The n-m remaining branches of root loci will go to
infinity (OO) . The number of branches leaving a pole is equal to the multiplicity of the pole, r. The
root loci are symmetrical with respect to the Real axis.

As an example, consider RL shown in Figure 10-4. There are three RL segments, starting at -2, -5 and -10, which
are open loop pole locations. Since there are no open loop zeros, three segments go to infinity. The plot is
symmetrical about the Real axis.

233 | 10.3 Evans Root Locus Construction Rule # 1: Beginning,
End and Symmetry



10.4 Evans Root Locus Construction Rule
# 2: Segments of Root Locus on Real Axis

This Rule deals with points on the Real axis. Consider the angle criterion:

ZG(s) = 180° £ n - 360°
L(s—2z1)+ L(s—22) + . + L(s — 2in) — ...
L(s—p1) — ZL(s —p2) — ... — Z(s — pn) = 180° £ n360° Equation 10-6

Take some test points for $* along the Real axis and see what satisfies the angle criterion.

LG(s) = 0.~ 6,

Where must Real axis segments of the root locus lie? Rule 2 answers that question.

Rule 2: A point s on the Real axis belongs to the root locus if and only if it is to the left of the ODD
number of open loop singularities (a singularity is either a pole or a zero).

As an example, consider the RL plot shown in Figure 10-4, with Real Axis segments as shown in Figure 10-5.
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Figure 10-5 Segments of a Root Locus Plot on Real Axis
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10.5 Evans Root Locus Construction Rule
# 3. Asymptotic Angles and Centroid

This Rule deals with the asymptotic angles and centroid location. If gain K is large enough, one can see that the
branches of the RL travelling towards infinity follow a straight line path that is asymptotic to a hypothetical line,
called an asymptote, at a certain angle, called an asymptotic angle. If one extended these hypothetical lines,
they would all intersect at an “anchor” point, called a centroid. Evans showed that the asymptotic angles and
the centroid location can be computed as shown in this Rule.

When the test point s* is close to the open loop singularities (poles, zeros), angles for vectors drawn from the
singularity towards the point $*, which are used to evaluate G(S*) function, are quite different. However, as the
gain K tends to approach infinity, K — 00, which is the descriptor for asymptotic condition, point $* begins
to practically lie on the asymptote, and these angles all begin to look alike, and approach the asymptotic angle

0;.
Recall that the total angle of the function G(S*) is equal to:

AG(S*) — 4ze7ﬁ0$ - époles Equation 10-7

The total angles, respectively, for all vectors associated with poles and all vectors associated with zeros, will be
equal to:

lpoles =n- (91

Zzeros =m- ‘97 Equation 10-8
If the test point $* is to belong to the root locus, angle of G(S*) has to meet the angle criterion:

/G(s*) = 180°

m- 97 —n: ‘97 = 180° Equation 10-9

In the formula below, the sign in the denominator is reversed, because M S n. This will have no effect on the
formula, because +180° = —180°. The asymptotes need to be anchored on the plot. To do that, a so-called
root locus centroid is defined, as a “centre of gravity” of the plot.

Rule 3: The asymptotes are centered on the Real axis at the centroid, described by this equation:

> poles—>" zeros
0= n—m

Equation 10-10

The branches of Root Locus that tend to infinity converge at asymptotic angles, described by this
equation:
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g, — 180°%k-360

s k=0,1,...,(n—m—1) Equation 10-T1

As an example, consider RL shown in Figure 10-4. Centroid and asymptotes are calculated as follows:

o= ==0"2 = —5.67 6; = BEZRIC — 60°,180°, —60°

See how this shows on the RL plot in Figure 10-6.
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Figure 10-6 Example of Root Locus with Centroid, Asymptotic Angles and Break-Away Point
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10.6 Evans Root Locus Construction Rule
# 4:Break-Away and Break-In Points

This Rule deals with break-away or break-in points. As the Gain K increases, the closed loop poles initially move
along the Real axis since typically the open loop poles are real. When the two closed loop poles meet, the RL
segments break way from the Real axis. The coordinate of that is called a breakaway point. In some systems,
with multiple zeros, instead of a break-away point, there will be a break-in point, where the complex segments
of the RL enter the Real axis.

Rule 4: The break-away (break-in) points can be found by re-writing the closed loop characteristic
equation as a function of gain /X, and taking a derivative of /X w.rt.s:

dK
% = Oand solving for Sp

Equation 10-12

In our example:
1+ KG(s)=0
1+ K

10 =0
(s+10)(s+5)(s+2)

K= 1. EHOEDEE2) g1 (63 4 172 4 80s + 100)

dE(s) — (342 4 345 + 80)
35 +34+80=0
S = —8
Sy = —3.33

We have two values that could be our break-away point: § = —8and § = —3-33, but the first one does not
belong to the Root Locus (see Rule 2), hence our coordinate is —3.33 —this is consistent with the Matlab results,
as seen in Figure 10-6.

239 | 10.6 Evans Root Locus Construction Rule #
4:Break-Away and Break-In Points



10.7 Evans Root Locus Construction Rule
# 5. Crossover with Imaginary Axis

This Rule deals with crossovers with the Imaginary axis and provides an alternative way of finding the critical
gain and the frequency of marginal oscillations that can also be found using the Routh-Hurwitz stability
criterion.

Rule 5: Imaginary axis crossings are found by solving the characteristic equation for the critical value of the

gain, = crit - Since the equation is complex, it yields two conditions (for Im and Re parts) and thus
both the critical gain and the frequency of oscillations can be computed.

In our example, the crossovers with Imaginary axis are:
1+ KG(s)=0
s34+ 17s% +80s + 100 + 10K = 0
K = Kerit 8= jwose
(Jwose)®+ 17(jwose) >+ 80(jwose) + 100 + 10K iy = 0
—jWise =1TWhse +780wose +100+ 10K iy = 0
Re {—jw3. . —1Tw% + j80wysc+ 100+ 10K i} = 0
—17w2,.+ 100+ 10K iy = 0
Im {—jw3,. —17w2, A+ j80wsse+ 100+ 10K it } = 0
—w3,. + 80wyse = 0
(—wise +80)wose = 0
wgsc =80
Wose = V/80 = 8.94
—17-80 + 100 + 10K it = 0
Kepip = 20570 = 126

The final answer is Wyge = 8.94 rad/sec and K ;1 = 126
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Figure 10-7 Critical Gain and Frequency of Marginal Oscillations

We can verify this using Routh-Hurwitz Criterion. The system Closed Loop Transfer Function is:

10K

_ G(s) _ B311752+80s+100
Gcl(s) — 1+G(s) —HS_ 0K
s3+417s2+480s+100
10K
Ga(s) =

s3417524+-80s+(100+10K)

Apply the Routh-Hurwitz criterion to the closed loop characteristic equation:
s34+ 17s% +80s + (100 + 10K) = 0

The necessary condition is:
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100 + 10K >0

K>-10
Sufficient conditions from Routh Array:
s 1 B0
2 |17 [ 100+ 10K

st 17 -80 —100 10K 0
17

5% | (100+10K)

The resulting condition is:

17-80 — 100 — 10K >0
K <126

What happens when the gain reaches the critical value? When K = 126:

s 1 B0
£ |17 {100+10{126))
st ] 0
.TD
Qauz(s) = 175% + 1360 $24+80=0
Qauz(s) =0 s1 = jv/80 = j8.94

s2 = —jV/80 = —8.94

Thus, when Kcm’t = 126, from the Auxilliary Equation we have: Wys:. = 8.94 rad/sec. We can also verify this
result by using the MATLAB subroutine “rlocfind®.
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10.8 Evans Root Locus Construction Rule
#6: Angles of Departures/Arrivals at
Complex Poles/Zeros

This Rule deals with angles of departure (arrival) from/to complex poles (zeros).

Rule 6: If G(S) has a pole p of multiplicity r, then r branches of the root locus depart from p. The
angle of departure of these root loci from p are described by this equation:

ey AL Lt O o 1 9, — 1

Equation 10-13

Similarly, if G(S) has a zero z of multiplicity r, then r branches of the root locus arrive at z. The angle
of arrival of these root loci to z are described by this equation:

— [ o=z +(2k+1)-180°

r

k=0,1,2,...,r—1

earr —
Equation 10-14

See Examples in the next section for illustration of this rule.
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10.9 Examples

10.9.1 Example

Consider a unit feedback closed loop system under Proportional Control where the open loop process G(S) is
given by the equation below, and sketch a Root Locus plot for this system.

G(s)

_ 1
T (s+1)(s+3)(s+5)
10.9.2 Example

Consider a unit feedback system with a process described below. Sketch the Root Locus for the system.

s+0.5)(s+1
G(5) = Ttein)

10.9.3 Example

Consider a certain closed loop unit feedback control system under Proportional Control (Gain ) where the
process transfer function is as follows:

_ (s+2)
G(s) = s(s+1)(s+3)(s+5)

See the Root Locus plot for this system, shown below. Determine the critical value of the gain, Kcrit at which
the system becomes marginally stable, and the corresponding frequency of marginally stable oscillations, Wgge

Roat Locus:

Reiit

e
@8z e

Imagirary fuds (seconds )

Feal fxis (seconds ')

Apply the Routh-Hurwitz Criterion of Stability to determine the critical value of the gain,Kcm't, at which the
system becomes marginally stable,and the corresponding frequency of marginally stable oscillations, Wgge-
Determine the range of gains Kp to provide a stable closed loop system response. How do they compare to
item1)?
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10.9.4 Example

Consider a unit feedback system with a process as described.

Gopen(s) = K- G(S) = K- s(s+2%(s+3)

Where K isan adjustable proportional gain controller and G(S) is a process transfer function. Sketch a Root
Locus of the closed loop system poles for 0 < K<+oointhe space provided in Figure below. Calculate values
of the centroid 0, asymptotes 9, breakaway points, if any, as well as coordinates of the crossovers with the
imaginary axis, if any.

An equivalent damping ratio,C , of the closed loop step response, equal to 0.707, is required. From the root locus
plot, find the corresponding value of the controller gain . Calculate the closed loop system transfer function,
Gcl, for this value of K . Suppose that we increase K up from the value found in 2. Complete the following
table:

Percent Overshoot will Increase Decrease Insufficient information to make a decision
Settling Time will Increase Decrease

Insufficient information to make a decision
Rise Time will Increase Decrease Insufficient information to make a decision
Steady State Error to a Ramp Input will Increase Decrease Insufficient information to make a decision

10.9.5 Example
Consider a unit feedback system with a process as follows, working under Proportional Control:

_ 1
G(s) = 5(512)(5+3)(515)

Apply the Routh-Hurwitz stability criterion to this system and determine the critical value(s) of gain,Kcm't, for
system stability, as well as the frequency of oscillations,w s resulting when K = Kcmlt-

Sketch a detailed, to-scale, Root Locus of the closed loop system poles for 0 < K< 400 . Find all relevant
coordinates. NOTE: If at any point you are using estimates, instead of accurate values, explain why.

Use your Root Locus sketch to find the value of operational gain Kop such that the closed loop step response
of the system will exhibit Percent Overshoot equal to approximately 5%. At that value of the gain, what would
the resulting settling time of the closed loop response be? What would the steady state error be?

10.9.6 Example
The open loop transfer function of a unity feedback control system is described as follows:
- K.
GOpen(S) = K- G(S> =K s(s+2)(s+7)
Where K is an adjustable proportional gain controller and G(S) is a process transfer function.

Sketch a Root Locus of the closed loop system poles for 0 < K< +00. Calculate values of the centroid @,
asymptotes 0, breakaway points, if any, as well as coordinates of the crossovers with the imaginary axis, if any.
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From the sketch, obtain the largest value of the proportional controller gain so that the overshoot in a closed
loop step response will be less than 5%. At this value of the controller gain, estimate all of the closed loop
system pole locations, and briefly explain whether the closed loop dynamics can be adequately represented by
a second order system model.

10.9.7 Example

The open loop transfer function of a unity feedback control system is described as follows:
K- K. — 816
Gopen(8)=K - G(3)=K - =

Where K is an adjustable proportional gain controller and G(S) is a process transfer function. Sketch a
detailed Root Locus for the system, including crossovers with the imaginary axis, if any, break-away/break-in
coordinates, if any, asymptotes, if any, a centroid, etc. if you are using estimates, explain why.

Determine the value of the gain Kp that would result in the closed loop system equivalent damping ratio of
C = (0.707. What is the system Gain Margin at this value of the gain?

Find the closed loop transfer function at the gain as calculated. Would the system closed loop behaviour be well
approximated by a second order model at this gain setting? Briefly justify your answer. If it is yes, determine
the remaining model parameters K ;. and w,, and write the model transfer function Gm(s) What will be the
expected Percent overshoot, Settling Time and Steady State Error of the closed loop step response?

10.9.8 Example

Consider a closed loop unit feedback system under Proportional Control with a process G(S) described by:

_ 40
G(s) = GrDe530)

Sketch the Root Locus for the system. Estimate the stable range of the system operation. Is this system a
good candidate to be approximated by a standard 2nd order model? Find the value of Proportional Gain such
that the closed loop step response has Tsettle(:l:2%) seconds. Evaluate the resulting PO and the steady state
error. Compare with actual simulation results. Find the value of Proportional Gain such that the closed loop
response has the PO < 5%. Evaluate the resulting Tsettle(:l:Z%) and the steady state error. Compare with actual

simulation results.
10.9.9 Example

Consider a unit feedback system under Proportional Control with a process described by:

s+2)(s+6
G(s) = s((s+1))((s—|—3))

Sketch the Root Locus for the system. Find the value of Proportional Gain such that the closed loop step
response has the PO of less than %5 Evaluate the settling time Tsettle(:l:2%)-

10.9.10 Example

Consider the feedback system under Proportional Control as shown:
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Gopen(s) =K- G<S) =K- 3(3—0—2)5(3+10)

Sketch a detailed Root Locus for the system, including crossovers with the imaginary axis, breakaway
coordinates, asymptotes, centroid, etc. Determine the value of the gain K that would result in the closed loop
system equivalent damping ratio ofC = ().5. Determine the location of all three closed loop poles for this value
of the gain. Would the system closed loop behaviour be well approximated by a second order model at this gain
setting? If the answer is yes, determine the remaining model parameters ch and Wy,.

10.9.11 Example

Consider a unit feedback system under Proportional Control with a process described by:

G(S) = 5(52+és+18)

Sketch the Root Locus for the system. Find the value of Proportional Gain such that the damping ratio of the
complex poles is equal to C = (0.45. 1s the 2nd order model for the closed loop response applicable here?

10.9.12 Example

Consider a unit feedback closed loop system under Proportional Control where the process G(S) is:

G(s)

_ s+1
T (s+2)(s2+2s+5)

Sketch a Root Locus for this system. Take a pair of points on the root locus with coordinates of
—1.207 £ 72.604. These are two of the three closed loop poles of the system. A corresponding third pole of
the closed loop system is on the Real axis at —1.5806. we'd like to find out what value of the gain K corresponds
to this location. Find the closed loop transfer function for that gain and decide if the second order model would
be appropriate.

10.9.13 Example

Consider a certain unit feedback closed loop control system where the process is described by a transfer
function G(s). We know that the process () is of a 4th order and that the process gain is equal to 1()()
. Initially the system is not compensated; i.e. the controller transfer function is GC(S) = 1. Consider the Root
Locus graph, taken for the uncompensated system, shown next. Based on the information in the graph, write
the transfer function for the 4th order process G(S) (Note - K is the adjustable proportional gain used to
obtain the Root Locus) and identify the system TYPE.
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Now consider the same uncompensated system Root Locus with an additional information obtained using
MATLAB rlocfind function. Based on it, identify the critical gain that will cause the closed loop uncompensated

system to be marginally stable, as well as the frequency of resulting oscillations.
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Now consider the compensated system Root Locus with information provided in the next graph, again
obtained using rlocfind.

o [, polesf=ries fndjGoc) a Gl Sew w7 i A b
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0.0108 - 5.0080
21003

First, compare it with the uncompensated Root Locus and identify the type of Controller used, and its time
constant, if it applies. Consider the compensated system Root Locus and identify the critical gain that will cause
the closed loop compensated system to be marginally stable, as well as the frequency of resulting oscillations.
Has the relative stability of the system improved after this Controller was implemented, or worsened? Explain.

10.9.14 Example

A certain process G(S) is to work in a closed loop control system under Proportional Control K in a unit
feedback configuration. The process transfer function is described as follows:

G(s)

_ 1
— s(s+1)(s+3)(s+3)

Find the closed loop system Characteristic Equation and determine the range of Proportional Gains K for a
stable closed loop system response, the critical value of gain at which the system would be marginally stable,
and the resulting frequency of constant oscillations. Sketch a detailed, to-scale, root locus of the closed loop
system poles for ) < K < 400 . Use the Root Locus sketch to find the value of operational gain such that
the closed loop step response of the system will exhibit Percent Overshoot equal to —|—5%. At the value of the
operational gain found in the previous item, estimate the closed loop response specifications.

10.9.15 Example

Consider the feedback system under Proportional Control as shown:

Gopen(s) = K - G(s) = K - sorgitermoy

Sketch a detailed, to-scale, Root Locus of the closed loop system poles for for 0 < K < +00.Findall relevant
coordinates. Use your Root Locus sketch to find the value of operational gain Kop such that the closed loop
step response of the system will exhibit Percent Overshoot equal to approximately +5%. At that value of the
gain, what would the resulting settling time of the closed loop response be?

10.9.16 Example

Consider the feedback system under Proportional Control as shown:
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Find its transfer function. The system will work in a closed loop feedback configuration with a unity feedback
Y (s
and under Proportional Control (Gain K). Find the closed loop transfer function of the system,Gcl (8) = RES%

,and establish the range of positive gain K values that would result in a stable closed loop system response by

using the

Root Locus. Find the critical gain Kcm't, at which the system would be marginally stable, and the corresponding
frequency of oscillations of the marginally stable response Wy s

10.9.17 Example

Consider a closed loop unit feedback system, where the process transfer function is as follows:

1 1
G(s) = s(s+1)(s+2) ~ s3+3s242s

Assume that the compensated system will work under Proportional Control and find the controller setting such
that Percent Overshoot will be —|—10%.

10.9.18 Example

An actuator/process in a unit feedback closed loop control system. First, consider Proportional Control and find
the gain value such that the PO is approximately +20%. What is the Settling Time? Can it be improved?

Ris) 5 Yis)
’i‘:.-- |, 20 &

Next, a Parallel PID controller is added to the feed-forward path of the system.

R[ %) ".l” ¥(s)
Kl kaa =]y = »

s(s+1)

Find controller parameters so that the closed loop system has: a pair of dominant poles with time constant of 1
second and the actual frequency of oscillation of 2 rad/sec, and a pole with time constant ().1 second.

10.9.19 Example

Consider a unit feedback control system under PID Control, where the process transfer function is described
below as, and the PID Controller transfer function is described below as Gp[D(S) :
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_ 10
G(s) = 524105424

GPID(S) = Kp( 1 + 1)(7‘d8 + 1)

T:S

Where 7; = (0.5 seconds and 74 = 0.05 seconds. Sketch a detailed Root Locus for the system, including
crossovers with the Imaginary axis, if any, break-away/break-in coordinates, if any, asymptotes, if any, centroid,
etc. If you are using estimates, explain how you arrived at them. It is desired that the compensated closed loop
system step response has an equivalent damping ratio equal to ().6 - assume that the closed loop system can
be approximated by a second order model based on the dominant pair of complex poles and determine the
appropriate value of the Proportional Gain Kp for the PID Controller.Briefly discuss why the assumption made
in Item 2 is justified. Next, determine the 2nd order model parameters K 4., C, and wy, to accurately describe
the compensated closed loop system, and write the model transfer function Gm(S).What are your estimates
of the Percent Overshoot, PO, Settling Time,Tsettle(éz), and Steady State Error, €ss(%) ,in the closed loop step

response? NOTE: you can solve this item without having a complete solution to ltem 2.
10.9.20 Example

Consider a unit feedback control system that is open-loop unstable, where the process transfer function G(S)
is described as:
_ 10
G(S) — s(s+20)(s—1)
Determine if it is possible to stabilize the closed loop system by using Proportional Control only — to do so,

sketch a Root Locus for the uncompensated system. Provide only rough estimates of any break-away/break-in
coordinates. Use the Root Locus plot to justify your answer, very briefly.

To stabilize the system, a series configuration of a PID Controller and a Pl Controller with Rate Feedback are
considered, as shown in the following diagrams. In both cases the Controller Time Constants are: 1; = 2
seconds and Td = b5 seconds. The closed loop Characteristic Equation is the same for both implementations:

14+ Kp(1+ 75)(1+ Tus)G(s) = 0

5Kp(s+0.5)(s+2)
L+ = Fement-n =Y

PID Contrallar
{Series configuration)) Process

Ris) / Y Fis)
K. |1+—+Ts)— G .
° 1 £ 7T
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Pl Controller Process

Yis)

Gis)

1+T.5

Aate Fesdback

The resulting Root Locus plot will be the same for both compensation schemes. Sketch the Root Locus — provide
only rough estimates of break-away/break-in coordinates. To save time, the Routh-Hurwitz Stability Criterion
results have already been computed for you: Km"it =6.36 V/V and Wyge =2.05 rad/sec.

Next, assume a dominant complex poles model for the compensated closed loop system — see transfer function
Gm(s)— and use the Root Locus sketch to choose the location corresponding to the Settling Time,

T

S
Percent Overshoot and Steady State Error in the closed loop step response?

ettle(£2%): equal to 2 seconds. Calculate the corresponding Proportional Gain Kp. What is the expected

Part 3: If the Series PID Controller Configuration is implemented, will the actual Settling Time and Percent
Overshoot differ from the values expected based on the dominant poles model? If so, why? No calculations
required — answer very briefly.
If the Pl + Rate Feedback Controller Configuration is implemented, will the actual Settling Time and Percent
Overshoot differ from the values expected based on the dominant poles model? If so, why? No calculations
required — answer very briefly.

10.9.21 Example

Consider a closed loop control system working in a unit feedback configuration under Proportional Control,
where the process transfer function is described as follows:

G(5) = G

Part 1. Sketch the root locus plot and calculate all relevant coordinates, such as the crossovers through the
Imaginary Axis, the break-away, the centroid and the asymptotic angles.

Part 2. Determine the value of the Operational Gain (Kop) such that the closed loop step response will have
a Percent Overshoot of 5%. For the computed value of the Operational Gain, KO , answer these questions: 1)
What will be the steady state error, in %, of the closed loop step response? 2) What will be the Settling Time,
Tsettle(:l:Z%) of the closed loop step response? 3) What will be the system Gain Margin?

10.9.22 Example

Consider the feedback system under Proportional Control as shown:

Gopen(s) =K G(S) =K s(s—|—é?{§+10)

Sketch a detailed Root Locus for the system, including crossovers with the imaginary axis, if any, break-away/
break-in coordinates, if any, asymptotes, if any, a centroid, etc. if you are using estimates, explain why.

Determine the value of the gain Kp that would result in the closed loop system equivalent damping ratio of
C = (0.707 . What is the system Gain Margin at this value of the gain?

Find the closed loop transfer function at the gain as calculated. Would the system closed loop behavior be well
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approximated by a second order model at this gain setting? Briefly justify your answer. If it is yes, determine
the remaining model parameters K 4. and wy, , and write the model transfer function Gm(s). What will be the

expected Percent overshoot, Settling Time and Steady State Error of the closed loop step response?
10.9.23 Example

Consider a unit feedback control system under Proportional Control, where the process G(s) is described by a
different transfer function:

G(s) = (5—5)(521+65+40)

Note that the process G(S) is unstable and that it also has a pair of complex poles. Your task is to investigate
the behaviour of the closed loop system, including its stability, using Root Locus Analysis. Sketch a detailed
Root Locus for the system, including break-away/break-in coordinates, if any, asymptotes, if any, a centroid,
angles of departure from the complex poles, etc. If you are using estimates, explain why. Determine the exact
coordinates of the crossovers of the Root Locus with the Imaginary Axis. Next, determine the value(s) of the
Proportional Controller Gain, K, = Kcm’t , at which the closed loop system becomes marginally stable, and
the corresponding frequency(ies) of marginally stable oscillations, Wyge - Finally, determine the practical range
of safe operating gains for the Proportional Controller in this system.

10.9.24 Example

Consider a certain closed loop unit feedback control system under Proportional + Derivative Control with
Derivative Time Constant T = 2 where the Controller and the Process G(s) are described as follows:

Ge(s) = Kp(1 + Tys) G(s) Z@

Part 1: Sketch a Root Locus plot of the system. Find all relevant coordinates, including its centroid, asymptotic
angles, if any, accurate coordinates of the break-away/break-in points, if any, accurate coordinates of crossovers
with the Imaginary Axis, if any.

Part 2: Use the Root Locus sketch to select a PD Controller Gain (Kp) such that the closed loop system would
have the damping ratio of the dominant complex poles equal to C = (.707. Note that there are two possible
choices of the Controller Gain that meet the ( condition - clearly indicate their location on the Root Locus,
then select the location that would result in @ more desirable response and calculate the corresponding PD
Controller Gain, Kp.

Briefly justify your choice of the Root Locus location for the Controller gain.

Part 3: Estimate the following compensated closed loop response specifications when the PD Controller Gain
value is as chosen in Part 2: PO, Tsettle(ﬂ:Q%)v ess(step%), e(mmp), ess(parab)'
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11.1 Gain Margin from Bode Plot

At the critical gain value K = Kcrit , the system is marginally stable with some roots on the imaginary axis
(recall Routh Array):

K :,Kcrit
5= jw .
G(S)H%?SC) = G(jwosc)H<jwosc) Equation 11-1

The closed loop characteristic equation at X = K oyt is:

14+ KG(s)H(s) =0

1+ KcritG(jwosc)H(jwosc) =0
KcritG(jwosc)H(jwosc) =-—1
KcritG(jwosc)H<jwosc) =1/ — 1800

Ko = 1 Equation 11-2
crit |G (jwosc)H (jwosc)|

|G(jwosc)H<jwosg)’ = KL

crit

ZG(jwose) H (jwose) = —180Y

The frequency of oscillations at X = Kcm‘t can be established from the phase plot as the frequency at
which the phase plot crosses over the —1800 line. Then, Kcrit can be found from the gain plot. Figure 11-1,
Figure 11-2 and Figure 11-3 show open loop frequency response plots of a certain system as K changes, with
the corresponding closed loop pole locations and the corresponding step response. Watch for the frequency
of oscillations at /X = Kcm'tat which the phase plot crosses over the —1800 line. Based on these plots, a
graphical alternative can be found to calculating the Gain margin from the gain and phase equation. Note that
since it is customary to use decibel units on frequency response plots, Gain margin will now be also expressed
in decibel units, rather than in Volt/Volt units. Recall that:
G = %
Gm = 1 corresponds to a marginally stable system
- Gy, > 1 corresponds a stable system
Gy, < 1 corresponds to an unstable system.

The equivalent values of the gain margin in decibels will be then:
Gm = () dB corresponds to the marginally stable system

. Gm > () dB corresponds to the stable system
. Gm < 0 dB corresponds to the unstable system

Let the crossover frequency be defined as Weg the frequency at which the phase plot crosses over the — 1800
line, then let the Gain Margin be defined in dB units:

Gm — I}}:r‘it

op

Gm(dB) - KC?“it(dB) - Kop(dB) Equation 11-3
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Eode Plots for K = 200 Closed Loop Poles for K = 200
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Figure 11-3 Relative Stability in Frequency Domain: Unstable System

As shown in Figure 11-4, if the open loop plot G(]w) is below the 0 dB axis at the frequency of crossover, Weg
then the system has a positive decibel Gain Margin and is stable. If the open loop plot G(jw) is above the 0 dB
axis at the frequency of crossover, Wegr then the system has a negative decibel Gain Margin and is unstable. If
the open loop plot G(jw)crosses the 0 dB axis exactly at the frequency of crossover, Wegr then the system has
a zero decibel Gain Margin and is marginally stable.
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Definition of Gain Margin
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Fig. 11-4 Definition of the Gain Margin

Note that Kcm't and Weg can be calculated analytically from the Routh-Hurwitz Criterion. The advantage of
using the Gain Margin in frequency domain is that when the system transfer function G(s) is of a higher order,
Routh Array calculations become unwieldy. However, Gain Margin in frequency domain can be easily obtained
graphically (either from simulations of the open loop frequency response plots, or by sketching straight lines
approximations — Bode plots).

Moreover, in cases when open loop frequency response plots are obtained experimentally, and the system
model is not identified, Gain Margin criterion of stability can still be applied. This allows for a system analysis
(and also controller design), without the need to determine an accurate system model, which may be quite
an involved procedure. Finally, if a lower order system model is obtained using dominant characteristics, Gain
Margin will still accurately reflect higher order system dynamics, which affect the system stability.

111 Gain Margin from Bode Plot | 258



Equation 11-4

OO is associated with a

IN

= Kcrit

Kot

and is associated with the unstable system, where Gain margin is also

Definition of Phase margin

1

<0
Bode Diagrams, K < Kcrit, K

lon of Phase Marg

NI

®,, = 180" + LG H (wep)

A corollary to the Gain Margin can also be defined, describing the so-called Phase Margin. Let the crossover

frequency be defined as Wepr the frequency at which the gain plot (in dB) crosses over O dB line, then let Phase
As shown in Figure 11-5, if Phase Margin is found above line, then it is considered positive, ®,, >

marginally stable system, where gain margin is also equal zero. If Phase Margin is found below —1800 line,

, and is associated with the stable system, where Gain margin is also positive. ®

11.2 Def
then it is considered negative,(I)m

Margin be defined as:

negative.

En]
]
= e | e i e il
........... it et il
....... [ Semieduiai o gk e
....... R B S
||||||| Eacscscclkdsssa]= =
L] ]
S Sy v (A I A RO
[] i
............... IS ML= W
i "
i i
IEE v BYC N
L L] I
L L] _Pm
i L] I
i " [~
— - - - -
O N e e Lo I R T
ettt (N /i e e S
i i N~ N R R
S i b e L
L L i
TR |||||||_1||m| EEEE T
i [ i
T P SR L L LI—
i i ;
fozisai E P Ray W R
[ [] 1
L] L] [}
i = i
1] 1] 1
et ke erieteatonn u”””uu\u\m”.n..ununnnuuu”
| g et ¥ EasSag@s eoZA-Fi--c-oood
Ao sse - e = - - - lem . el - -
[T —_— ilflmllp lllllll
L] [ 1
o ] R ST | DRSSO
Lenwmamwewd 00000 e e " i v e s,
Leemm= = = - L L LR S R
1] 1] ]
L L )
(B (W (551 [ RO . S I N R .
L] L] [}
L] [] i
i ™ 1 i
) TR [ | A —— o) R T ——
il el e N o m e MR — ol ool Rttt ol e Foleotodh e el
) el ] eyt e S W__“““unumu““uunﬂuuuunu”
[ 1] [}
.............. g *....:.......-q....--.
.............. fiposs oaue e ra le el B Goctad)
Ek=scskdzkz====== | fccssssbkbesccsz=kdass===s4
IIIIIIIIIIIII i i i o i v~ e e
L ! ! L L
L L] I
IIIIIIIIIIIIII “.IIII||| r|||III"-|||u|I|“.|||III|
i i E i
i 0 =l
" ﬁ.‘ " [ ] "
4 (]
o o o o - = o =
e} o = ] =
i = = =
;

ap ul uied Bap ul aseyd

10°

0

1

frequency in rad/sec

Fig 11-5 Definition of the Phase Margin

259 | 1.2 Definition of Phase Margin



11.3 Examples

11.3.1 Example

Let's review the basics of Bode plots. A certain system has the following transfer function:

s+1)(s—2
G(5) = teayers)

Match it with one of the Bode plots shown 6 below, A, B, C, or D, and clearly indicate your choice here.
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11.3.2 Example

Consider a unit feedback control system under Proportional control, with an open loop transfer function
Gopen(jw) = K,G(jw) where K, is the controller gain. Frequency response plots of K ,G(jw)are
shown. Determine the system Gain Margin Gm , and the system Phase Margin CI)m, Determine whether the
system is stable or unstable, and determine how much of an increase in or decrease in the positive controller
gain Kp is required to render the system marginally stable. Determine the system Type Number. Next, based
on the open loop frequency response plots, and assuming that the closed loop system exhibits predominantly
second order characteristics, evaluate the closed loop system damping ratio, frequency of natural oscillations
and DC gain. Finally, obtain an expression for the open loop transfer function, Gopen(s) = KpG(S).

Uncompensated Open Loop Frequency Response
B0 APt

A0 | |

20F T —— : -

magnitude in dB
o
|
!
1
i
1
i
|

10" 10" 10 10° 10

-200 Eeh b i ......-I e ......_d
10 10 10 10° 10

frequency in radls

11.3.3 Example

Consider a transfer function of a certain process:

Gls) = 88

is

Draw a Bode plot, i.e. a linear approximation, of its frequency response. Verify using Matlab, if the shape
correct.
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11.3.4 Example

Consider again the closed loop unit feedback control system under Proportional Control (gain kp), discussed in
Example 10.9.3. Open loop frequency response plots of the system (with k’p = 1 are shown below.

Bode Diagramn

5“ T T T

Magnituda (dB)

_m— H P R - | H M ——— | H P S | H I S S R -
10 1071 109 101 108

Frequancy (rad/s)

Using the plots, find the system Gain Margin, Phase Margin and corresponding crossover frequencies.
Determine the critical value of the gain, kcrit , at which the system becomes marginally stable, and the
corresponding frequency of marginally stable oscillations, Wygc - Determine the range of gains kp to provide
a stable closed loop system response. How do they compare to the solutions obtained in Example 10.9.3, based
on the Routh-Hurwitz Criterion?

11.3.5 Example

Consider the open loop Bode plots shown on the next page. Determine if the system is stable or unstable by
finding its Gain Margin, Phase Margin, Gain-crossover frequency and Phase-crossover frequency. Using linear
approximation, find the open loop transfer function G(s) form the Bode plot for the system shown below. Is it
minimum-phase or non-minimum phase? Next, apply the Routh-Hurwitz criterion to verify the Gain Margin
result.
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11.3.6 Example

A certain unit feedback control system operates under Proportional Control (K is an adjustable gain). The
process transfer function G(s) is not known. The following figure shows measured frequency response plots
of the process, with linear approximations, i.e. the Bode Plot, already superimposed. Determine the transfer
function of the process.

Next, use the accurate frequency response plots to determine the closed loop system Gain Margin Gm and
Phase Margin (I)m, and the corresponding crossover frequencies. Is the closed loop system stable? What is the
critical gain, Kcm't: at which the system will be marginally stable? What is the frequency of oscillations, Wgge
at that gain?

Finally, use Routh-Hurwitz criterion to find the critical gain, Kmﬁit, at which the system will be marginally stable,
and the frequency of oscillations, Wyge at that gain. Are the results of items a) and b) the same? Explain any
discrepancies.
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11.3.7 Example

Consider the following process transfer function of a unit feedback control system:

o 10(3s+1)
G<S) T 3s(s2+5s+6)(s2+2s+1)
Assume the Proportional Control and find the stability range for this system using Routh-Hurwitz Criterion,
Root Locus and then Gain Margin from Bode plot. Note that for the latter, you need to sketch the plot first.

11.3.8 Example

Consider a unit feedback system under Proportional Control, where G(s) is a transfer function of an unknown
process. Frequency response of the process was measured and its plots are shown next. Use the accurate
frequency response plots to determine the Gain Margin of the system, the corresponding frequency of
crossover, and the maximum value (Km«,;t) of the gain range for a stable operation of the closed loop system.
Next, use the linear approximations of the magnitude plot (also shown) to identify the process transfer function
G(s) — the process is known to be minimum phase. Form the Routh Array and apply the Routh-Hurwitz criterion
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to determine the range of gains for the stable operation of the closed loop system as well as the frequency at

which the system response will oscillate if the gain is set to its maximum value value (Kcmjt).

Unknown System Frequency Response Plots
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11.3.9 Example

Consider again the control system discussed in Chapter 2.4, where we had a unit feedback system under
Proportional Control:

Gopen(s) = KG(S) = K. 53—1-11324—1—388—1-4

Determine the range of gains K required for a stable operation of this closed loop system using the Gain
Margin from frequency response. Recall that the critical gain was found from the Routh-Hurwitz Criterion to
be K .rit = 103.5, and from the Auxilary Equation we found Wyg. = 6.16 rad/sec.

11.3.10 Example

An open loop transfer function of a certain unit feedback control system is described as follows:

Gopen(s) = KG(S) = K%

K is an adjustable gain and G(s) is the process transfer function. On the graph provided, plot a straight-line
approximation of the magnitude and phase of the transfer function, Gopen (jw) = K.G(jw), for K=10.
From your plot, measure the relative stability of the closed loop system by finding the system Gain Margin,
GM, the Phase Margin, PM, the corresponding crossover frequencies, and the range of positive gain K for a
stable operation of the closed loop system. Apply the Routh-Hurwitz criterion of stability to this system to find
the range of positive gain K that ensures stable operation of the closed loop. Briefly outline reasons for any
discrepancy with your results.

11.3.11 Example

Consider a unit feedback system under Proportional Control:

Gopen(s) - KG(S) = K. ($—|—1)2(82—(|)—2)($+3)

Find the system Gain Margin, Phase Margin and corresponding crossover frequencies. Determine the critical
value of the gain, Kcm't, at which the system becomes marginally stable, and the corresponding frequency of
marginally stable oscillations, W,gq Determine the range of gains Kp to provide a stable closed loop system

response.

Verify the results from Part A by applying the Routh-Hurwitz Criterion of Stability: find the critical value of the
gain, Kcritr at which the system becomes marginally stable, and the corresponding frequency of marginal
oscillations, Wyge. Comment on discrepancies, if any.
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Bode Diagram

Magnitude (dE)
8

Phase (deg)

11.3.12 Example

Consider a unit feedback system under Proportional Control:
_ _ 30
Gopen(s) = K.G(s) = K. (s+1)2(s5+2)(5+5)

Frequency response plots of the open and closed loop (assuming Controller Gain Kop =1) are shown below -

NOTE: the plots are not labeled — you should be able to recognize which plot corresponds to which response.

Using the open loop frequency response plot, apply Bode Criterion of Stability. Verify the above results by
applying the Routh-Hurwitz criterion of Stability. Compute the critical value of the gain, Kcm't: that would result
in @ marginal stability of the system, and the frequency of resulting marginal oscillations, Wyge Explain any
possible sources of discrepancies.
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11.3.13 Example

Consider a unit feedback system under Proportional Control, as shown. Frequency plots of the system open
loop are also shown.

Ris) o o
. 1000(s +0.1) F(s)

(s4+1)s+3)(s+10)

Contraller

Find the system Gain Margin, Phase Margin and corresponding crossover frequencies. Determine the critical
value of the gain, Kcrit , at which the system becomes marginally stable, and the corresponding frequency of
marginally stable oscillations, Wg Determine the range of gains Kp to provide a stable closed loop system
response. Use MATLAB functions “margin” and " rlocfind” to verify these results.

Verify the results from Part 1 by applying the Routh-Hurwitz Criterion of Stability: find the critical value of the
gain, Kcm't , at which the system becomes marginally stable, and the corresponding frequency of marginally
stable oscillations, Wyge-
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11.3.14 Example

Consider a unit feedback system under Proportional Control, as shown. Frequency plots of the system open

loop transfer function when the operational gain is Kop =1are shown next.

Proportional
Control
R(s) + 750 Y(s)
= | (54 D(s+5)(s +50) "
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Baode Diagram

Magnilude (dB)
2

=100

Phase [deg)

10 [1] 10 10 10 o
Frequency (radfsec)

Apply the Bode stability criterion (i.e. determine the closed loop system Gain Margin, Phase Margin and the
corresponding crossover frequencies) for two cases, when the operational gain is Kop =1land Kop =10.

Apply the Routh-Hurwitz stability criterion to this system and determine the critical value(s) of gain, Kcrit for
system stability, as well as the frequency of oscillations, Wyg¢ , resulting when K = Kcm’t- Next, assuming that
the operational values of the proportional gain are again Kop =1and Kop =10, compute the corresponding
values of the Gain Margins. Comment if the results you get are consistent with the results from item # 1.

Next, find the range of operational gains Kop such that the system is stable AND the steady state error to the
unit step reference signal is less than 10%. When the error is exactly 10%, what is the system Gain Margin? Is it
possible to operate the closed loop system that the steady state error requirement is no more than 5%? If yes,
why? If no, why?

11.3.15 Example

Consider a unit feedback system under Proportional Control, as shown. Frequency plots of the system open
loop transfer function when the operational gain Kop is =1 are shown next. Apply the Bode stability criterion
for two cases, when Kop =land Kop =10, verify using Routh Array.
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Proportional
Control

R(s) - ] Y(s)
= s(s+1)(s+2)

L

Bode Dingram
Gm = 15,6 dB (st 1.41 radisac) , Pm = 53.4 deg (a1 0.445 radisec)

m ¥ J LA | ¥ ¥ LI L AL L | " ¥ L LI L LA |

100

Frequency (rad/sec)

11.3.16 Example

Consider a certain closed-loop unit feedback control system under Proportional Control (gain ) where the
process transfer function is as follows:

_ (s450)(s+100)
G(s) = (5+2)(s+4) (s+10)

Sketch a Root Locus plot of the system. However, only very rough estimates of break-in and break-away points
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are required (no calculations) — focus on the overall shape of the plot and on the crossovers with the Imaginary
Axis. Determine the critical value (or values) of the gain,Kth, at which the system is marginally stable, and
the corresponding frequency (or frequencies) of marginally stable oscillations,Wgg. - Use the Root Locus plot to
interpret the results and to correctly determine the range (or ranges) of the gains Kp that will provide a stable
closed loop system response. A frequency response plot of G(s) is provided — use the plot to verify the above

results — to do so, clearly identify the frequency (or frequencies) of marginally stable oscillations, Wgge and the
corresponding values of the gain, K ¢t

Bode Dlagram
50— :

Mapgnltude (dB)

10! 10° 101

I1u’ 10° | -----104
Frequency (radis)

Verify the stability results using Routh Array and Routh-Hurwitz Criterion of stability.
11.3.17 Example

Consider a certain unit feedback closed-loop control system under Proportional Control, as shown. Open-loop
frequency response plots of the system with Kp = lare shown as well.

Gopen(S) = K.G(s) = K. 1%,
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Using the plots, find the system Gain Margin, Phase Margin, and corresponding crossover frequencies.
Determine the critical value of the gain, Kcm't, at which the system becomes marginally stable, and the
corresponding frequency of marginally stable oscillations, Wgs. Determine the range of gains Kpto provide a

stable closed-loop system response.

Verify the results above by applying the Routh-Hurwitz Criterion of Stability: find the critical value of the gain,
Kcm’t at which the system becomes marginally stable, and the corresponding frequency of marginally stable
oscillations, Wgge How do they compare to item 1)? Part 3: For Kp — 1, determine the following closed loop

steady-state response specifications: System Type, Error Constants and Errors.
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12.1 Model from Closed Loop Frequency
Response

12.1.1 Second-Order Model in Frequency Domain

Consider a closed-loop system as shown:

R(S) + E('S} mj Y(S}
G(s) = -
: sls + 26w, )

Fig. 12-12nd Order Closed Loop System

The form of G(s) indicates the process is Type 1 (one integrator present). This means there will be no steady-state
error in the step response of the closed-loop system, and the DC gain of the closed-loop will be equal to 1. The
closed-loop transfer function is that of the standard 2nd order system with the DC gain equal to 1:

2

Gcl(s) = w

n
524+2Cwn w2 Equation 12-1

In the frequency domain:

2

GUw) = G o

(jw)?+2¢wn (Jw)+w2 Equation 12-12

Values of the damping ratio C will affect the shape of the magnitude and phase plots, as shown in Figure 12-2
for several values of damping ratio between 0 and 1, and for w,, = 1. small values of the damping ratio C
correspond to large resonant peaks on the magnitude plot. Note that linear approximations cannot be used in
this case.

277 | 12.1 Model from Closed Loop Frequency Response



: _ : : : o I AN BN E I
||||| deesssssssessdessssshesasssdssssyfEhsss=s — i i i i
I R L S A ITTTT [y B e N e
] ] I 1 I I T T SN TN S, 4
||||| e T g SR —— " N i
S 1 1 ] 1 ] S L L LTI -
O === T=-==== === T==———- Fr====qff--=-- -———-
S ... I o [ . ] £ S S R R S ;
B 1 ] ] 1 ] ] m " " "
N Fem==daoooo I P I S | I -~ """ """ Ty TTTR T
@ " ; _ " " )
S L. U S Ly A N R ST o i
a ! i _ ! i =
w 1 ] 1 1 1 Dl
' 1 ' ! 1
i D I TN D TR
B g e B DR @
m 1 1 ] 1 [
0 1 1 1 1 m
O i \ " " " )
T ; | " “ " o O _
M -- sl s s = === === = Lo T o B e e i et e il e il
- L--2 A [ Lo — ...um |||||||
c [I00 : e L O g AR RN S
C...m ||||| TR L W B T AR, y L L= m |||||||||||||||
1 ] 1 ] I
|||||||||||||||||||||||||||||| 4— R I T e
o H H " b v 0]
Yy === t === Ak - - = T ——— [ R R - PO i Bl ity Pl il bl 5 B Bl i S
=T T AR || P R S R N O/ A R N DA T N B
A " 1 ' i 1 m
o b P 0O M~ @O S o) N a
o K — OO0 000 00O D
= ' N 1 e 1 e 1 A 1 A I B o
= 1 ) T o T T O Y o O o % o
L I doeocoeo
o i =
LA I (aR
1
'
1 T T — T
1 i 1 i i __AU 1 1 1 1
L i L L i o L o L i - L -
L] -— -— L o =T u> ) =y < ) O
! ! ! ! -— -— — -— —
1 1 1 1 1

sjaqiosp ul ued

12.1 Model from Closed Loop Frequency Response | 278



Figure 12 2: Frequency Response of 2nd Order System as Function of Damping Ratio

Fors = jwn

2

y — Wn —
G(jwn) = —w2 +20wnjwntw2 T Equation 12-3
t -
w% . 4 900 quation
j20wZ T j2¢ T 2¢

The magnitude is high at frequency Wy, but not at its peak. The maximum magnitude of the resonant peak,
MT, occurs at the frequency of resonance, w,.. Relationships between these two parameters and the system
parameters C, W, are as follows:

W?“:Wn\/l_QC2

_ 1
M= vie

Equation 12-4 can be derived as follows:

Equation 12-4

M(w) = |G(jw)| =

\/(W%_W2)2+(2Cwnw)2 Equation 12-5

To find the maximum of the magnitude function, its derivative is set to zero:

dM(w) _

dw =0 Equation 12-16
dM(w) _ 2 —1 ..

dw " (V@2 =2 P+ (2wne)?) 24/ (W2 —w?)2+(20wnw)?

—1 (2w? = w?)(—2w) + 8¢ wiw)) ) Equation 12-17
0

d]\igw):O*—)(w%—u,;?)(—w)—i—zggw%w:o,_)w( OJ Tw _1’_2<2 2):

w? = w21 —20%) = w=wy\/1—2¢2
Wy = Wnp\/ 1-— 2{2 Equation 12-18

) w% B Equation 12-19
My =M(w=w) = T =

2

wn J—
V(W2 —w? (1-2¢2))2+4¢2wh (1-2¢2)
w2 _
N >>2+4<2w4<1 202)

1
2w? \/g2+1 2¢2 24“\/1—@
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Note that instead of solving Equation 12-9, readouts of w,- and MT can be obtained from the plots in Figure 12-4
and in Figure 12-3, representing these equations. Knowing w,- and M. which can also be read off the closed
loop frequency response plot, if it is available, the complete closed loop transfer function in Equation 12-1 can be
found.

Relationship between z and Mr

5? I | - rhaximumtres.onanltpeak |

TS S S T ——
VU O O O S
MR N U T —
HERNEAN S
/1] Ta— Y---ee- A e boeeeend S
SRS S SO
O N O -
?:] 1 EII? 03 EI.I4 DIS 06 DJ.T 08

Z- ﬂEI‘TIpiI"IQ ratio
Fig. 12-3: Relationship between Damping Ratio and Resonant Peak

12.1 Model from Closed Loop Frequency Response | 280



Relationship between z and wr
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Z - damping ratio

Fig. 12-4: Relationship between Damping Ratio and Frequency of Resonance

12.1.2 Dominant Poles Model in Frequency Domain

Consider now a closed loop system as shown:

R(s) +

Process G(s) is now of the order higher than 2nd, and it doesn't have to be Type 1. In fact, it will most likely
be Type O, as the majority of industrial systems are. If the open loop transfer function is Type O (i.e. has no
integrator in it), the closed loop system has the DC gain of less than 1. Assume that the resulting closed loop
system transfer function will have two dominant complex poles (such assumption holds true for a vast majority
of industrial systems), as shown in Figure 12-5. The DC gain has to be accurately reflected in the system model.
As a result, a second order, complex poles transfer function with the DC gain of 1 is no longer appropriate to

model the closed loop system.

It has to be modified by adding a multiplier factor to reflect a non-unit DC gain, as shown in Equation 12-10.
The resulting frequency response for this model can be derived in the same way as before. However, since the
system transfer function has a non-unit DC gain, while the formula describing the resonant frequency w,., does

Proportional Control

K = G(s)—=
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not change, the formula describing the maximum of the resonant peak in Equation 12-4 has to be modified, as
shown in Equation 12-11.

IM
x| J @,
R RE
— n!: z/-’
jo,

Fig. 12-5: Locations of Dominant Closed Loop Poles

2

wn
52+2Cwn s+w2

Ge(s) = Ky

Equation 12-10

Equation 12-11

M’F Mr)_ 1

_ 1
_ch2g‘\/1—g27(KdC - QC\/l—C2

The damping ratio C can be then found either by solving Equation 12-11, or it can be estimated by a readout
from the plot shown in Figure 12-6. Since magnitude frequency plots are most often shown in dB units, the ratio

M,

Ky can be read off in dB units from the plot as shown in Figure 12-7 and then converted to V/V units. This allows
C

the proper calculation of the equivalent closed damping ratio C ,as shown in Equation 12-12.

(fl\({li>d3 = (My)ap — (Kac)ap Equation 12-12

Once the closed loop model described by Equation 12-10 (system model parameters ch, C, W) is estimated,
based on closed loop frequency response and assuming presence of the dominant complex poles, the
important closed loop step response specifications can also be estimated (PO, Trisea Tsettle)~
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Relationship between z and resonant peak
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Fig. 12-7: Magnitude Plot of the Type Zero Closed Loop System
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Note that while the closed loop frequency response may not always be directly available from measurements,
it can be computed based on the open loop frequency response, which usually is available. The calculations can
be easily performed using MATLARB, by converting the measured magnitude-phase data into a complex open
loop frequency function G(jw) and then by computing the closed loop frequency function and plotting it:

Gl (]w) - % Equation 12-13
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12.2 Model from Open Loop Frequency
Response

12.2.1 Phase Margin vs. Damping ratio

Consider again the closed-loop system in Figure 12-1. The closed-loop transfer function is that of the standard
2nd order system with the DC gain equal to 1, shown in Equation 12-1. The closed-loop system is type 1 - one
integrator in G(s). Let us now consider the open-loop system frequency response of that system:

2

G(jw) = 7orat

T jw(jw+2C¢wn) Equation 12-14

Let us find the system Phase Margin, q)m, defined by Equation 11-4. To find the frequency of crossover, the
open-loop gain in Equation 12-15 is set to 1 (0dB), as per the definition of the Phase Margin, (I)m, shown in Figure
12-8.

It will be shown that the Phase Margin,(I)m, relates to the closed-loop system transient performance (time-
domain). This relationship forms the basis of the classical controller design in the frequency domain.

W = Wep

|G(jwcp)| =1 Equation 12-15
2

n pr—

wCP\/ng+4C2w72L

w:’lL = wy (wgp + 4620.)721) Equation 12-16

cp
4 2,,2,,2 4
Wep + 4C wrwe, —w, =0

w,
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Eode diagrams
Gm=43.1 dB (Wcg=267 5), Pm=252 deg. (Wcp=21.3)

50 . :

Phase (deg); Magnitude {dB)

Frequency (rad/sec)
Fig. 12-8: Definition of the Phase Margin

The formula for a quadratic solution is applied:

ar*+bri4+c¢=0
A = b% — dac =

16¢ w0t + 4wl = 4w (4¢t +1)

VA =202\ /(4CT 1)

= —4C2w%+2w%\/m
- 2

—2¢2w2 + w2\ /(4¢t + 1)

@2, = 1 = 20 1 W JACTFT)

(‘;’u—f)Z = 202+ A+ 1)

= Equation 12-17

Phase margin P,,, can now be found:
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®,, = 180° 4+ LG H (wep) = 180° — 90° — tan™! ( Wep

2Cwn,
=90° — tan~! <§ <\/—2<2 + /4t + 1))

0 _ 1
tan(90° — a) = fang Equation 12-18
tan(®,,) = s

V-2 4/20 11

1 2¢
V-2 +/10 1

P, = tan™

This relationship looks quite complicated, however, when plotted in Figure 12-9, a very simple approximation
becomes obvious:

(I)m ~ 100C — C ~ OOl(I)m Equation 12-19

Phase margin vs Damping Ratio for a 2nd order System

R accurate relationship ,/
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Fig. 12-9: Phase Margin vs. Damping Ratio

For Phase Margins between O and 15 degrees, and between 55 and 60 degrees, this approximation is very
accurate. For Phase Margins between 15 and 55 degrees, as shown in Figure 12-9, the actual value of the
damping ratio is below the straight line approximation and Equation 12-19 can be slightly modified:

®,, ~ 100.¢ + 5 — ¢ ~ 0.01.(®,, — 5Y) Equation 12-20
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12.5 Summary

The Phase Margin, (I)m, is related to the equivalent closed loop damping ratio C, which in turn determines
the Percent Overshoot of the step response. The relationship is almost linear, as shown in Figure 12-9, and
can be approximated with a very simple linear proportionality in Equation 12-19 and Equation 12-20, valid for

0 < ¢ <0.65:

The graph in Figure 12-9 can be used to read off the Phase Margin — Damping Ratio values more accurately.
Once the damping ratio is estimated, Percent Overshoot of the closed loop step response can be estimated.

The crossover frequency Wep relates to the frequency and therefore to the closed loop step response settling
time. The equations are based on a 2nd order model for the closed loop system. Note that:

@m — 900 —tan~! ()

2Cwn
( ) taila
tcm( ) 1 — 2Cwn |
tan(tan— 1(;227’”)) Wep Equation 12-21
2¢w
tan(®m) = 2
_ tan(Pm)wep
wn — T

We can redefine settling time directly from Phase Margin and crossover frequency:

Tsettle(j:2%) - C;}Ln
Tsettle(iz%) -

Equation 12-22
weptan (P, )

Note that the crossover frequency for Phase Margin is approximately equal to the resonant frequency for the
closed loop transfer function, if damping ratio is small:

Wep = wn\/—2C2 =+ \/ 4C4 +1=w, =wp\/ —2C2 +1 Equation 12-23

Using this relationship gives us an alternative to finding the frequency of natural oscillations wy,. Rather than

computing the closed loop frequency response, which may be tedious, and then reading off the resonant
frequency w,, we can estimate w, based on the open loop frequency plot and the value of the crossover
frequency, as shown in Equation 12-23.

These observations are useful in moving back and forth between open loop frequency response, closed loop
frequency response and closed loop time (step) response. We will also assume that the higher order systems are
approximated well by a 2nd order model (dominant pair of complex poles will be assumed to exist in the closed
loop transfer function). Therefore all relationships derived for the 2nd order model here will be also applicable
for the higher order systems. Figure 12-10 shows the relationship between open loop and closed loop frequency
responses.

See the plot in Figure 12-10 for illustration.
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Bode diagrams

Gm=43.1 dB (Wcg=267.5), Pm=25.2 deqg. (Wcp=21.3)
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Fig. 12-10: Estimate of the Resonant Frequency based on the Crossover frequency
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12.4 Examples

12.4.1 Example

Recall Example 11.3.2 — we obtained linear approximations of the system process, G(s). Next, assume that the
process is to work in a unit feedback closed loop control system, with a Proportional Gain K = 1. Read off your plot
created in Example 11.3.2 values of the closed loop system Phase Margin (I)m and the corresponding frequency
of crossover, Wep- Next, use the existing information to create a second order model for the closed loop system.

Based on your model, estimate the transient specifications of the closed loop step response, as well as error
specifications of the closed loop responses:
PO, Tsettie, Trise, Tperiods Kposs ess(steph), Ky, ess(ramp), K, and  ess (parab).  Finall,
consider the two traces shown on the plot — which one is the actual closed loop system response, and which
one is the model response?

14 _ . : : : :

12 ” :u f”“mﬁ |

o8-
08 -

o4t || 1

0.5 1 1.5 2 25 3

12.4.2 Example

A system is to operate in a unit feedback closed loop configuration and its parameters are not well known, but
the closed loop is understood to be stable. Standard frequency response tests are performed on the open loop
transfer function, with the controller gain set to 1, as shown:
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Obtained open loop frequency response plots are shown below. Find two models for the closed loop system -
one based directly on the open loop plots, and one based on the closed loop frequency response (which will
have to be computed).

Bode diagrams

g dB (Wcg=333), Pm=365 deqg. (Wcp=124)

Phase (deg); Magnitude (dB)

Frequency (rad/sec)

12.4.3 Example

Consider again the unit feedback system under Proportional Control, K, from Example 2.6.12 where the process
transfer function G(s) was described as below:

G(s) = (s—i—l)(si?{)(?)(s—i-ZO)

Frequency response plots of the open loop when K =1 are shown next.

From the open loop process frequency response, G(jw), determine the system Gain Margin Gm and Phase
Margin, (I)m, and the corresponding crossover frequencies. Is the closed loop system stable? What is the critical
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gain, Kcm't, at which the system will be marginally stable? What is the frequency of oscillations, Wyge, at that
gain? Compare your findings with Routh-Hurwitz Criterion results from Example 2.6.12. Next, based on the open
loop information, determine the approximate closed loop model of the system, GCZ(S), and its parameters,
ch, C, W, when proportional Gain K=1.

Bode Dlsgnam

L - sk == 4 -j-p o3 oiad-- - --1 -p-3 3 1-ppl- - 2-- 3 -3-3 1 el ===l T |
10% 1% 1’ 10 10 10°

Fraquency (radiwec

12.4.4 Example

A system is to operate in a unit feedback closed loop configuration, and its parameters are not well known, but
the closed loop is understood to be stable. Standard frequency response tests are performed on the open loop
transfer function, with the controller gain set to 1. Obtained open loop frequency response plots are shown next.
Find an appropriate closed loop model for the system.
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Bode diagrams

Gm=6.3 dB (Wcg=6.2), Pm=25.8 deqg. (Wcp=4.1)

"1:_| - : SR

Phase (deg); Magnitude (dB)

107 o 1o’ 10" 10°

Frequency (radfsec)

12.4.5 Example

Consider again the closed loop system from Example 11.3.12. Assuming Controller Gain Kop= 1, use the
information contained in the frequency response plots to derive two second order approximate models for the
closed loop system.

12.4.6 Example

Consider the unit feedback closed loop system under Proportional Control, where the process transfer function
G(s) is known:

_ 100
Gopen(s) = $3112.5524+265+10

Frequency response plots of the open and closed loop (assuming Controller Gain =1) are shown below. Use the
information contained in the frequency response plots to derive two second order approximate models for the
closed loop system.
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Bode Dlagram
G =297 B (al 5.1 radfaec) . P = 30.5 deg Jal 2.77 radfzec)
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Closed Loop Frequency Response
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12.4.7 Example

Consider the unit feedback closed loop system under Proportional Control where the process transfer function
G(s) is given as:

. 750,000
G(8) = 55100)(5450) (55) (553)

Frequency response plots of the closed loop (note magnitude is in V/V) and the open loop (note magnitude
is in dB), both with the Controller Gain KO , are shown next. Use the information at hand to derive as many
second order approximate models for the closed loop system as you can think of. Next, use these models to
obtain estimates of the closed loop system step response, errors and error constants.

Eode Disgram

o
[=1

-100

Magnitude (dE)

-160

Phase (deg)

L1} 10 10 10 10 ia
Frequency (radisec)

Open Loop Frequency Response
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3.5

25;

0.5

Closed Loop Frequency Response

12.4.8 Example

Consider again the following closed loop system from Example 11.3.11. Create a second order model for the
closed loop system and estimate the specifications of the CLOSED loop properties of the system (system step
response, error constants and errors).

12.4.9 Example

Consider again the system from Example 11.3.6. Consider the Root Locus Plot first to decide if a second order
model applies to the closed loop system. If the answer is yes, create an appropriate second order and estimate
the specifications of the CLOSED loop properties of the system (system step response, error constants and
errors).

12.4.10 Example

Consider the following closed loop system compensated by a LEAD Controller. The compensated and
uncompensated frequency response plots are shown next.
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_ 6515
Ge(s) = 0.033s+1

Controller Process
R(s) + as+a, |U(5) 1 I'(s)
bis+1 s(s+D(s+2)
Bode Diagram
Gm = 41.7 d8 (at 26.9 radfsec) . Pm = 45 deg (al 2.04 radfsec)
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The controller was designed to meet the following specifications: a) Closed loop steady state error to a RAMP is
to be 0.4 V/V, b) Closed loop step response is to have PO < 20% and Tsettle(iQ%) < 5 seconds. Predict what
the uncompensated step and ramp response would look like. Investigate the feasibility of using a Proportional
Controller. Predict what the compensated step and ramp response would look like.

12.4.11 Example

Consider again the unit feedback system under Proportional Control, from the previous example. The
Proportional Gain was set to K = 5. Frequency response for the closed loop system was measured
experimentally, and its magnitude plot is shown. Note the magnitude is in V/V units. Based on the closed
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loop data contained in the plot determine the approximate closed loop model of the system, Gm(s), and its
parameters kdc, C, Wr.

Next, consider now two responses shown in Figure below. One of them corresponds to the actual closed loop
system response, and the other to the model response, as it should have been derived in item above. Identify
which one is which and briefly explain why.

2 . N . ! L M . T
Mr = 1.91 ViV

18

18-

1.2

08
DC gain

(closed loop) = 0.94

0.8
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0.2

A R N A N N N N TN TN ]
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12.4.12 Example

Consider a unit feedback system under Proportional Control. OPEN LOOP frequency response plots of KG(s)
when K =1 are shown. When K =1, determine the approximate CLOSED LOOP model of the system, Gml (8)
and its parameters: kdc, C, Wn, Next, consider that the actual closed loop system (with K =1) has the following
poles: -1+j8.85, -1-j8.85 and -18.85. Based on the dominant pair of the closed loop poles, determine another
approximate CLOSED LOOP model of the system, GmQ(S), and its respective parameters kdc, C, Wnp, Compare
the two models — are they similar? Which of the two models will be more accurate? Briefly explain why.
Pick the model which you consider the more accurate and based on it, estimate transient specifications
of the closed loop step response, as well as error specifications of the closed loop responses:

PO, Tm»se(lo% — 90%), Tsettle(iz%), Tpem‘od and the errors and  error  constants:
kpos, €ss(step%), Ky, ess(ramp), kq, ess(parab).
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Bode Diagram
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12.4.13 Example

Consider again the closed loop control system under Proportional Control from Example 11.3.17. Closed loop
frequency response plots of the system with Kp = 1 are shown next. The closed loop transfer function of
the system, when K, = 1 has three poles: p; = —0.7791 4 73.3524, po = —0.7791 4+ —73.3524
P33 = —8.4418. Determine if the second order dominant poles model applies to the closed loop transfer
function Gml(s)and if so, derive its transfer function, GmQ(S) in the standard form. Refer back to the
open loop Bode plots in Example 11.3.17 and determine the second order dominant poles model, Gmg(s)
from the information provided in the plots. Determine the second order dominant poles model, from the
information provided in the closed loop Bode plot above. How do the three models compare? Use the one
you consider the most accurate to estimate the following closed loop step response specifications:

ess(step%), Trise(0—100%) and PO.
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13.1 Basic Rules - Summary

Frequency Response-based design is based on several simple assumptions. Relationships between system
parameters (ch, C, W), open loop frequency response, closed loop frequency response and closed loop step
response are derived assuming that in most simple cases the closed loop system can be modeled reasonably
well by a second order model (dominant complex poles) even if the actual system dynamics are of a higher
order:

w2

n
$2+Cwns+w?

Gm(s) = Ky
Phase Margin (found on Open Loop Frequency Response Plot) determines PO in Closed Loop Step Response

Phase margin vs Damping Ratio for a Znd order System

c accurate relationship
03 ﬁ —— approximate relationship [~~~/ s
08~ o o R G SR
Q7 p--------- 1 —————————— r ————————— T e B =100
: : : &= 0.01-%
N fraeeaeses R e et
08 f- oo s A o
04 oo e S e o
03 --caeases AL S foreeeecas. oo
02 ereaeasos S e foreeeecas. oo
R oneneees foeonanaeas e
: : : | &,
|:| 1 1 1 1
0 20 40 60 a0 100

Phase Margin, (I)m, identified on the open loop frequency response plot, affects the oscillations in the closed
loop step response. Recall that the accurate relationship is:

2¢
\/ —2¢2+4/4C*+1

®,, = tan~!(

Use the accurate graph on the left. If the graph is not available, use an approximate relationship
(~0.01-®, for 0< P, <15° and 5H5° < P, <60° or ¢ ~0.01- ((I)m — 40) for
15° < &, < 55°
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Felationship between z and PO
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Damping ratio in turn decides about the oscillations in the closed loop system step response, i.e. Percent
Overshoot:

—(m

PO =100 - (eV1-)

Small (I)m corresponds to a small equivalent damping ratio that results in large oscillations (PO):
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A decent CI)m (45 — 65 degrees) corresponds to a decent damping ratio (0.4 — 0.7) and small oscillations (small
PO):

Open-laop Phase =G {w)

-1257
-130° Pml 107 10 bt |
2257
270

Input Signal rit) and Cutput Signal v
1
1] 1 2 3 4 ] £ 7 a2 4
-1
-2

Frequency of Crossover (found on Open Loop Frequency Response Plot) determines Settling Time in Closed
Loop Response

Cpen-loop Magnitude |G|

2

0 dB o 101 |

-20 dB
-30 dB
-0 dB

Closed-loop Magnitude |G|Liw%| P + G|
Crossover requency

{open lodp)

20 dB and resanant frequency

(closed loop)

Jg;:re similar
0 dE A4, a0 i |

-20 dB

Crossover frequency for Phase Margin, Wep (frequency at which the system open loop gain crosses the 0dB
line), affects the speed of the closed loop step response:

tan(®m)-
Wy = an( 2772) Wep
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Notice that the Settling Time is inversely proportional to the crossover frequency, Wep':

4 8
Tsettle(+2%) = o Lsettle(:2%) = 5o tan(®m)

Small Wep corresponds to slow responses in time domain, and large Wep corresponds to fast responses in time
domain. Also notice that from the derivation for the Phase Margin, Wep is equal to:

(22)? = —2¢2 + /4C + 1

Wn,

then:

wep = Wy =202+ /AT 1
Wep & wpy/—2¢%2 + 1
Wy = wnpy/1 —2¢2
Wep = Wy

This indicates that the crossover frequency \omega_{cp} (found on the open loop plot) and the resonant
frequency \omega_{r} (found on the closed loop plot) are practically identical.

Open loop DC Gain determines Steady State Errors in Closed Loop Response

Note that the best (most accurate) way to determine the closed loop step response error is to use an analytical
expression for an open loop transfer function, if available, since:

KDC(open) = Kpos - hms—>0 Gopen(s)
1 1

Cos = 1+KP05 - 1+KDC(open)

If an expression for the closed loop transfer function is available, we can use the closed loop DC gain as well:
KDC(closed) = lim;0 Gclosed(s)

€ss = 1 — KDC(closed)

If only a frequency plot is available, then the DC gain (open or closed loop) can be read off of it, but it will be not
as accurate, particularly if the scale is in dB. Any readout in dB will have to be converted to the V/V units before
the above formulae can be used.

SUMMARY

The general idea behind the frequency domain-based design is to shape the open loop frequency response so
that:

1. (I)m in 45-65 degrees range is achieved - so that the equivalent damping ratio C of the closed loop is kept
within the 0.4 to 0.7 range, which in turn should result in a PO between 25% (for C = 0.4) and 5% (for C =
0.7).

2. Wep is as large as possible — so that the equivalent closed loop frequency of natural oscillations wy, large,
which in turn should result in short Settling and Rise Times;

3. Open Loop DC gain, ch(open), is as large as possible- so that the closed loop DC gain is as close to 1 as
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possible, which in turn will minimize the closed loop steady state error.
NOTE: because of the approximate nature of the modeling based on the assumption of a 2nd order

dominant poles model, all compensation designs based on it should be verified through simulation, and
fine-tuned if necessary.
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13.2 Lead Controller

A transfer function of the lead compensator is a first order combination of a real pole block and a real zero block,
with an adjustable gain:

_ 7s+1 __ aistog .
GC(S) = KC Carstl T bis+l Equation 13-1

Fole-zero map
1 . . .

1 Ir’n::‘-gir1:sllr'_1,|r
03+  Pole 7
06

04

Imag Axis
=N ! o
= | o] L] R ]
ST -
: S|~
o
1 1 | 1 1 1

Zero

==
o
a
[
|
2
[
|
= |

1
—_—

1
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Feal Axis
Figure 13-1: Pole Zero Map for Lead Compensator

1
2
1
=
n
1
—_

ag = KC corresponds to the DC gain of the controller,and &¢ < 1 (the zero is closer to Im axis than the pole).

Zeroisat: §] = _a _ _1

ai T

eatigy — L — _ 1

Poleisat: 59 = b = o
In the frequency domain, the two corner frequencies are: W1 = %,WQ = %

The magnitude is described as:

wr)?41
M) =Ko e

Equation 13-2
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Equation 13-3
Equation 13-4
Equation 13-5
Equation 13-6

dw

Eode diagrams

)?+1

| SR [N R —

@or? i1

tan~! wr — tan "t war

¢ \/(wuar)2+1

K,

M (wo)

The phase is described by Equation 13-2 and Oy, can be calculated from do — 0. Resulting in Equation 13-4.

The maximum of phase lead (), 44 OCcurs at the midpoint frequency as shown in Equation 13-5:

Magnitude and phase plots are shown in Figure 13-2.

At this frequency the compensator gain is:

p(w)

1 1
1 1
1 1
1 1

= L

o (|

(gp} spniube (bep) aseyd
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At the high frequency w — 00, in practical terms, when W >> %the compensator gain is:

v (wr)2+1
M) = Ko e

w — 00

wT)?2
M (w) ~ K\/:V@(m)p = K,

M(OO) = Kc oL Equation 13-7

How to use the Lead Controller:

Use the phase lead available from the lead parameter (I)m to correct deficiencies in the Phase
Margin
Try to increase BOTH wep and K po(open)

Adjust as required

13.2.1 Simplified Lead Controller Design

For the simplified design, this form of the Lead Compensator is more convenient:

_ 7541 .
GC(S) = KC " arstl Equation 13-8
Zero is at §1 = —%, pole is at S9 = —ﬁ. The design will involve first making a decision on what the

compensated system phase margin (I)m should be and at what frequency Wep it should occur. Recall that the
phase margin is related to the equivalent closed loop damping ratio C which in turn determines the percent
overshoot of the step response:

¢=0.01d,,

—(m
PO =100 - (e V1)

Dynamic tracking requirements (PO spec) will then be translated into the required CI)m. Also recall that the
crossover frequency Wep relates to the closed loop model frequency which in turn affects the closed loop step
response settling time:

_ 3
Tsettle(:l:B%) — Cwn

4
Tsettle(:l:?%) ~ Com

Lead Compensator adds phase lead at the mid-point frequency W as seen in Figure 13-2. Dynamic tracking
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requirements (Settling Time spec) will then be translated into the required Wepr Once Wep is decided, we will
assume the maximum phase lift will be placed at this frequency to maximize the Phase Margin:

Wep = Wo Equation 13-9

Once CI)m = W is decided, calculate the compensator parameter from the maximum of the phase lead
needed:

Omaz = sin_l(ﬂ—g) Equation 13-10

The compensator time constant T can now be calculated:

_ _ 1 .
Wep = Wo = Jar Equation 13-11

Remember that the additional magnitude added by the lead component at the mid-point frequency is equal
K 1
to M (wo) = Cﬁ'

position at wWq, and will affect the Phase Margin. To re-adjust the crossover frequency, change the DC gain of

as shown in Figure 13-2. This will shift the crossover frequency Wep from its intended

the controller, /... Note that the resulting open loop gain may or may not meet the error specification.
NOTE:

This design is simple, but does not allow meeting the closed loop steady state error specification directly. When
the system is Type 1 and the step error is of no concern, this approach works best. Notice that since the DC
gain of the controller is adjusted last, to achieve at the same time an improvement in the system tracking
as well may require many trial-and-error iterations. This may prove tedious, or impossible, and so this simple
approach should be mainly used if improving the tracking accuracy is not important, for example, when the
system already has high error constants and therefore a good steady state tracking. This approach allows
meeting the design requirements w.r.t. damping (percent overshoot) and speed (settling time) with relatively
few calculations.

13.2.2 Analytical Lead Controller Design

When achieving the DC tracking accuracy is as important as the dynamic tracking, a different, more analytical
approach is recommmended, which will allow to find a lead network with a specific DC gain, that will create a
specified Phase Margin CI)m at a specified crossover frequency, Wep - Recall that the transfer function of the
lead compensator is:

Gels) = e

Coefficient ag corresponds to the DC gain of the controller. Zero is at §1 = —Z—(l), pole is at §9 = —%, as

shown in Figure 13-1. Dynamic tracking requirements dictate what values of the Phase Margin q)m and of the
crossover frequency Wep should be chosen. Ideally, we want to have the specified Phase Margin (IDm to occur
at the specified frequency Wep- Note that the new crossover frequency Wep should be chosen to be larger than

the uncompensated one. The condition is written as:
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Coljwep) GH (jwep) = 12(—180° + @)
%Gﬂ(jwcp) = 14(—1800 + (I)m) Equation 13-12

The above complex equation results in two conditions (magnitude and phase), with two unknowns, ¢ and b1:

CLljwcp‘i‘ao . _
Dijos Tl GH (jwep)| =1

tan_l(ali%) — tan~1 (b1 jwep) = —180° + @,y Equation 13-13
The two equations can be then solved. It is convenient to define the following “Phase Lift" angle 0

0 = —180° + q)m — AG(jwcp) Equation 13-14
The Lead Controller coefficients are then calculated as:

1—ag:|G(jwep)|-cos
wep*|G(jwep)|-sin 6

al —

b = cos0—ag-|G(jwep)]

Wep-sin 0 Equation 13-15

Observation I:

Note that although the solution to these equations will always exist, not all solutions will be acceptable. If g
is negative, the Lead Controller will be non-minimum phase. If by is negative, the Lead Controller is unstable.
If either of these cases occurs, the initial choices of q)m, Wep have to be modified until positive solutions are
found.

Observation Il:

Note that if Wep for the compensated system is chosen to be less than that of the uncompensated system, we
will end up with a Lag Controller transfer function, shown in Equation 13-16, where ag = Kc corresponds to
the DC gain of the controller,and a@ < 1 (i.e. the controller pole is closer to Im axis than the zero).

311 | 13.2 Lead Controller



13.3 Lead Controller Design — Solved
Examples

13.3.1 Lead Controller Design — Solved Example 1

Consider a typical unit feedback closed loop control system, as shown, which is to operate under Lead Control.

Ris) ] | Yis)

G.(5) (r(s) .

r

*

Controller
AdtatonPlant

The Lead Controller transfer function is as follows:

_ . Ts+1 __ aistag
gc(s) = K ars+1 — bis+1

Where T is the so-called Lead Time Constant and @ < 1 The process transfer function G(s) is:

G(s) = 0.5

( ) (s+5)(s40.1)?

Open loop frequency response plots of G(s) are shown in Figure 13-3. The closed loop performance requirements
are: the Steady State Error for the unit step input for the compensated closed loop system is to be no more than
2%; Percent Overshoot of the compensated closed loop system is to be no more than 15%; the Settling Time,
Tsettle(i?%)v is to be no more than 5 seconds - preferably less.

Check what the current (uncompensated system) values of the Phase Margin, CI)m, and the Crossover
Frequency, Wep: are. Estimate the uncompensated closed loop step response specs: Percent Overshoot, PO,
Steady State Error, €44(step%), and Settling Time, Tsettle(:l:Q%)' Next, based on the specifications, calculate the

required values of the Phase Margin for the compensated system, (I)mc, and the DC gain of the controller, ch.

Design the Lead Controller such that it meets the closed loop response requirements, and write the Lead
Controller transfer function and its parameters. For your Controller, estimate the compensated closed loop step
response specs. Percent Overshoot, PO, Steady State Error, ess(step%), Rise Time, Tm’se(loo%)v and Settling

Time, Tsettie(+2%)-
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Bode Diagram
Gm = 20.3 dB (at 1 rad/s), Pm = 33.5 deg (at 0.3 rad/s)
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Figure 13-3: Uncompensated Open Loop Frequency Response in Lead Design Example 1- Gain and Phase Margins

SOLUTION:

Let's start by finding the open loop DC gain — note that reading the gains off the Bode plots is difficult due to
decibel units — here the gain could be read off from Figure 13-3 as somewhere close to 20 dB. It is therefore
preferable to use the transfer function, if available, to compute the accurate gain values. Here we can compute
the Uncompensated Open Loop DC gain - there is no controller, i.e. GC(S) =1 - from the process transfer
function:

S 1 0.5 _ 05 __
Kgcopen = limg_0 G(s) = lims 4o +5)(s+0.1)2 — 50.01 10
The uncompensated closed loop DC gain is then:

_ _Kgeo _ 10 _
Ko = 7o = 10 = 0.9091

The Phase Margin and the crossover frequency can be read off from the Bode plot in Figure 13-3 as: (I)m = 33°
and Wep = 0.3 rad/sec. The damping ratio C and the frequency of natural oscillations w,, for the
uncompensated closed loop system can now be estimated by either reading it off the Phase Margin graph in
Figure 12-9, or by using the formula:
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(=—F—222n___ (=03
2\/\/ (tan ®,,, )% 41

wy = RS — ().328
2

Gm(S) = chm

The uncompensated closed loop model based on the Open Loop Frequency Response is then:

o 0.0979
Gmu(s) — 52+40.19825+0.1077

Model specs can be calculated as:

—(

PO =100 - <ev1—<2> = 3%

Tsettle(:l:?%) = C;Ln =40.4

) _ m—cos¢!
Tmse(lOO%) - wn@ =6
. _ m—cos(t
Tmse(lOO%) - wn\/@ =6
o 0.5
Ga(s) = $3+5.252+1.01s+0.55
- 0.5
Gal(s) = (545.02)(5240.17935+0.1095)

The closed loop transfer function has a dominant pair of complex poles, with the damping ratio C = 0.27 and
the natural frequency of oscillations w,, = 0.33 rad/sec, which are close to the model estimates: C = 0.3
wy, = 0.33 rad/sec. The actual transfer function also has a real pole at - 5.02, which is negligible, compared to
the dominant pair of closed loop poles at —(0.09 + j0.32. Thus, the assumed model is quite accurate — see
the actual step response comparison, shown in Figure 13-4, Figure 13-30, and the calculated specs.
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Figure 13-4: Uncompensated Closed Loop Step Response in Lead Design Example 1

Actual specs, compared to the model specs (based on uncompensated Open Loop Bode plots), are:

Gmu (S) — Model for the

Actual Uncompensated System
Uncompensated System

PO 41% 37%
Css(step%) 91% 91%
Trise(0—100% 6.0 sec 6.0 sec
Tsettle(iQ%) 42.0 sec 40.4 sec

The specs estimates from the model are very accurate, with all specs meeting the required values.

Now, the Lead Controller design — we can choose a simplified design or an analytical design. First, always
calculate the required DC gain of the controller — this part is the same in both approaches.

Based on the required error specification:
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ess(step)c = 2% — m = 002

1
Kposc =002 — 1 — Kposc =49
The compensated closed loop DC gain should be:

. Kposc _ 49 _
Kde(comp) = 1+ Kpose 50 0.98

The controller DC gain is then:

M_49_49

KczaozKposu_l_O_

Next, “translate” the required PO spec into the equivalent closed loop damping ratio.For PO = 15%, the required
damping ratio, based on Figure 7-4, isC = 0.517.The compensated Phase Margin should be, based on Figure
. _ o ; . ) _ o p " .
12-9: (I)m(comp) = 52°. Let's round off the Phase Margin to: (I)m(comp) = 55°. Next, “translate” the required

Settling Time spec into the equivalent closed loop frequency of natural oscillations:

Tsettle(ﬂ%)c%n =5—wy =155

That frequency can then be “translated” into the minimum required Phase Margin crossover frequency:

_2Cwn  __ 2:0.517-1.55 __
Wep = tan(®,,) ~  tan(b5°) 112

What do we do next? The two approaches differentiate on how we proceed.

13.3.1.1 Lead Controller Design Solved Example 1: The “Simplified” Lead Design

Based on the required PO spec, let's decide on the “good” Phase Margin for the compensated system - it
will be (I)m(comp) = 55°. Next, based on the required Settling Time spec, let's decide on a “good” crossover
frequency - let us pick Wep = 1.5. Remember that it is an arbitrary choice that does not guarantee that the
solution is the “best”, or “optimal”. It will result in one possible improvement of the system response. Note that
in the Lead Design, the compensated crossover frequency will always be to the right of the uncompensated
frequency of the crossover. If it were to the left of the uncompensated frequency of the crossover, we would
end up with a Lag Design.

At the chosen frequency of 1.5 rad/sec, we need to find the magnitude and phase of the original system G(s).
Recall that reading values off the dB plot is notoriously inaccurate, and thus it is better to substitute s = 1.5
into the transfer function G(s) to obtain more accurate values of magnitude and phase:

|G(j1.5)| = 0.042¢ = —27.5dB
LG (jw) = —189°

Recall that we are gaining the most phase “lead” at the mid-point frequency of the Lead Controller (see the
graph below). That mid-point will become our intended compensated crossover frequency, at which the Phase
Margin will be measured. If we want to @m(comp) = 55° then the required “phase lift” at Wep = 1.5 would
be:

0 = —180° + ®,, — LG(j1.5) = —180° + 55° + 189° = 64°
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Eode diagrams
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We will get that phase lift from the largest phase gain of the Lead Controller:

pmaz = sin ! (152) = 64° = 0 = 0.053

The mid-point frequency of the Lead Controller is equal to 1.5 rad/sec:

A =157 =2896

wo = Var
As seen on the plot, there is a gain increase at the mid-point frequency of the Lead Controller, equal to:
1 _
Ja = 4.34

Further, remmember that since we are going to use the DC gain of 4.9, the new total gain at the chosen crossover
frequency of 1.5 is going to be the original gain of G(j1.5) multiplied by 4.9 and by 4.34:

Gew(71.5) = Goig(j1.5) - 4.9 - 4.34 = 0.042 - 4.9 - 4.34 = 0.9

To make that point the compensated crossover frequency, the total “new” gain has to be equal 0 dB (1 V/V) -
thus we can calculate the additional required adjustment of the DC gain of the controller equal to 1/0.9. The
total DC gain of the controller is equal to 4.9/0.9 = 5.43. Note that, should the adjustment require a reduction of
the controller DC gain, we would not be meeting the error specs, which would require reconsidering our choice
of the crossover frequency.

The controller transfer function is:

o .Ts+1 . 2.89s+1 _ . 2.895+1
Ge(s) = K. arsiT — 243 5055980571 — 043 GipdstT

_ ai1stag __ 15.735+5.43
GC(S) — Dis+1 — T 0.265s+1
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The open loop Bode plots before and after compensation and the system Phase Margin are shown in Figure
13-22 and the compensated Phase Margin is shown in - it is @,;, = 55° at the frequency of Wep(comp) = 1.9

rad/sec, as was chosen for this design.

Open Loop Magnitude, LEAD: a0 = 5.4319 a1 =15.7301 b1 = 0.15348
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Figure 13-5: Open Loop Frequency Responses in Lead Design Example 1- Simplified Design

The expected compensated closed loop response specs can be estimated using the dominant poles model
again. Use the formula or read off the Phase Margin graph:

_ tan ®,, o
¢ = 2\/(tan<1>m)2—|—1 = (=054
wy = RS — .08

The compensated open loop gain:

Kpos = limy—,0 Gopen(s) = limy_0 Go(s) - G(s) = 5.3:%2- = 54.32

The compensated closed loop gain:

. cho _ 54.32 _
Kge = 1+ K400 _ 55.32 0.982
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The compensated closed loop model:

. 3.852
Gmc(s) T 5212.142513.923

Bode Diagram
Gm = 16.8 dB (at 5.56 rad/s) , Pm = 55 deg (at 1.5 rad/s)
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Figure 13-6: Compensated Phase Margin in Lead Design Example 1- Simplified Design, Gain and Phase Margins

Model specs can be calculated as:
—CTI'

PO =100 - <6v1—42> = 13.27%

Tsettle(:l:?%) = Q;Ln =3.73

_ -1
Tise(100%) = % = 1.286

Css(step%) — m -100% = 1-1-% -100% = 1.8%

The actual closed loop transfer function is:

G (S) . 51.246(S+0.345)
cl\®) = (548.33)(5+0.3924) (s2+2.9935+5.514)
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As we can see, the actual closed loop transfer function has a dominant pair of complex polesat —1.5 4+ 71.81
, with the damping ratio C = (.637 and the natural frequency of oscillations w,, = 2.3brad/sec, as well as a
zero at -0.3453 and two real poles at —-8.33 and at -0.3924. The dominant poles model is not as accurate as before,
because now an additional pole-zero combo shows up, closer to the Imaginary axis than the real coordinate of
the dominant pair, and they do not totally cancel out. Their net residual effect on the closed loop response is
that the there is a slight additional overshoot caused by the zero, and the Settling Time is actually a bit slower
than expected - see the actual step response comparison in Figure 13-7 and the comparison of the specs below.

Actual specs, compared to the model specs (based on compensated Open Loop Bode plots), are:

Gmc<8) — Model for Compensated Actual Compensated Compensated

System System
PO 13.3% 16.8%
Css(step%) 1.8% 1.8%
Tm’se(O—lOO%) 129 sec 125 sec
Tsettle(:}:2%) 3.7 sec 55sec

We could try to improve on this design by trying a different choice of the crossover frequency. The biggest
problem is that a different choice of the crossover frequency may require us to make a final adjustment to the
DC gain of the open loop (the one we need to make the total open loop gain equal to O dB at the crossover
frequency) to be less than 1, and that will cause us to miss the steady state specs, requiring yet another iteration.
However, it is much easier to meet all conditions using the analytical design formulae, which we will try next.

Plus of the simplified design — it will never lead to negative values of the controller parameters,
which may happen with the Analytical Lead Design.

Minus of the Simplified Lead Design — some choices of the crossover frequency may result in the
final adjustment of the open loop DC gain that will not meet the error specs. As well, Lead Design
always results in adding a zero to the closed loop transfer function that is not totally cancelling out
and thus is affecting the shape of the closed loop response by increasing its PO. The solution to both
these problems is a trial & error approach to finding an acceptable set of controller parameters, but
it is tedious.

13.3 Lead Controller Design — Solved Examples | 320



12 T T T T T T T T T
1k e
0.8 - =
06 =
04 =
02F .
Lead Compensated
Model
0 1 1 1 1 1 | 1 1 1
0 2 4 6 8 10 12 14 16 18 20

Figure 13-7: Compensated Closed Loop Step Response in Lead Design Example 1- Simplified Design

13.3.1.2 Lead Controller Design Solved Example 1: The “Analytical” Lead Design

The analytical design gives us more flexibility to shape the open loop response by choosing different locations
for the crossover frequency and quickly checking the resulting open loop parameters and the closed loop
response.

Remember that the first step is always to choose the required DC gain based on the error specs - the
calculations are identical to the simplified method, so the Controller DC gain (ag) will be the same.

Based on the required error specification:
— 1 —
ess(step)c = 2% — T Kpose 0.02

Kposc = ﬁ —1— Kposc =49

The compensated closed loop DC gain should be:

_ Kposc 49
Kde(comp) = 1+ Kpose 50 0.98

321 | 13.3 Lead Controller Design — Solved Examples



The controller DC gain is then:

Next, we pick the Phase Margin - in this example, we decided to have the Phase Margin of 550, so let's stick with
this value. Next, we need to choose the crossover frequency — as long as it is more than 0.3 (the uncompensated
value). First, let’'s choose the same value as in the simplified design:

Wep(comp) = 1.9Tad/sec

To use the derived formulae for the controller constants g and bl, we need to find the uncompensated open
loop Bode plot the phase and the gain at that frequency. Recall that reading values off the dB plot is notoriously
inaccurate, and thus it is better to substitute § = 7 1.5 into the transfer function G(s) to obtain more accurate
values of magnitude and phase — we already did that for the simplified design:

|G(j1.5)| = 0.042¢ = —27.5dB
ZG(jw) = —189°
Next, substitute these values into the formulae:
0 = —180° + ®,, — ZG(j1.5) = —180° + 55° 4 189° = 64°

Note that the “lift” angle is similar to the “maximum phase lift" in the simplified design, except that we don't
need to choose just this one maximum value, as you will see later. Next, we substitute the values into the
Analytical Design formulae:

_ 1=a0|Gljwey)l-cos§ _
a1 = wcp'|G(chz5|'Sin9 =159
by — cos —ao-|G(jwep)| _ 0.17

Wep-sin 6

These values are very close to the ones obtained using the simplified approach, as expected. The closed loop
response will also be similar. Recall that that design had more Percent Overshoot than expected, and a longer
Settling Time, so let us look for an improvement.

With the analytical design we can easily choose a different frequency of the crossover (as long as it is more
than the uncompensated crossover frequency of 0.3 rad/sec) and see if the resulting closed loop step response
simulations will improve. Knowing that the Lead design causes more PO than expected, we can also
overcompensate slightly for it by making the Phase Margin larger than the dominant poles model suggests.
Let's say, make Wep(comp) = 1.8 rad/sec and ®,,, = 60° . Again, we need to find the gain of the

uncompensated system at that frequency (1.8 rad/sec) - recall that reading it off the graph is inaccurate so it is
best to substitute § = j1.8 into G(s):

/G(j1.8) = —193°
|G(j0.2)| = 0.029% = —30.8dB
Next, substitute these values into the formulae:
6 = —180° + ®,, — ZG(j0.2) = —180° 4 60° + 193° = 73°

1—ag:|G(jwep)|-cosB
wep|G(jwep)|-sin 19.21

al =
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bl _ cos 0—ap- |G (jwep)| — 0.083

Wep-sin 0

Here we see that the controller coefficients are acceptable, both being positive. Recall that the controller pole in
RHP would be unacceptable, because it means an unstable open loop transfer function — even if the resulting
closed loop is stable, for safety reasons we do not want to implement that — in case if the closed loop incidentally
opens (a malfunction), we would have an unstable system on our hands. The RHP location of the controller zero
would also be unacceptable — even if the controller pole is in a stable location, the RHP zero will introduce an
effective delay into the system, extending both the Rise Time and the Settling Time. Recall that we will never
get that kind of surprise in the “simplified” lag design. Let's check the compensated system response. The open
loop Bode plots before and after compensation are shown in Figure 13-8 and the system Phase Margin is shown
in Figure 13-9. The controller transfer function is:

__a18tag __ 19.21s+4.9
Ge(s) = bis+1 — 0.083s+1

The expected compensated closed loop response can be estimated using the dominant poles model again. Use
the formula or read off the Phase Margin graph in Figure 12-9:

(= ——200n___ — (=0.612
2\/\/(tan¢m)2+1

wp = SRR = 9 546

The compensated closed loop model:

_ 6.35
Gine(s) = 5243.185+6.48

Model specs can be calculated as:

—¢m
PO =100 - (evl—@) = 8.8%

Tsettle(:l:2%) - C;Ln = 2.07

_ -1
Tm’se(lOO%) = ZL\/% =111

6Ss(step%) = ﬁ -100% = H—L49 - 100% = 2%
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Open Loop Magnitude, LEAD: a0 = 5.4319 a1 =15.7301 b1 = 0.15348
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Figure 13-8: Open Loop Frequency Responses in Lead Design Example 1— Analytical Design

The actual closed loop transfer function:

Gals) = 115.75(s+0.2551)
cl\®) = (s413.13)(s+0.2688)(s2+3.8525+8.536)

Note that the closed loop model based on the dominant poles is now more accurate than in the case of the
“simplified"” design — while the additional pole-zero combo still shows up, both closer to the Imaginary axis than
the complex pair of poles at —1.93 + j2.2, their net effect on the closed loop response is almost negligible
because of a much better “near-cancellation”: we have a zero at -0.2551, and a pole at -0.2688. Before they were
at -0.3453 and at -0.3924, respectively.
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Bode Diagram
Gm =18.8 dB (at 7.7 rad/s) , Pm = 60 deg (at 1.8 rad/s)
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Figure 13-9: Compensated Phase Margin in Lag Design Example 1- Analytical Design

See the actual step response comparison in Figure 13-10 and the comparison of the specs below. The actual
specs, compared to the model specs (based on compensated Open Loop Bode plots), are:

Gmc(s) - Model for

Actual Compensated System
the Compensated System

PO 10.5% 8.8%
Css(step%) 2% 2%
Tm’se(O—lOO%) 11 sec 11 sec
Tsettle(ﬂ:2%) 121 sec 5.5sec

Finally, let's see how much of an improvement we achieved by introducing the Lead Controller — see the
comparison of the responses in Figure 13-11. The only spec that differs from the model is the Settling Time. This
is due to an additional pole in the transfer function close to the significant region, and the not-perfect pole-zero
cancellation. These two additional poles and the zero affect the system response. The not-exactly cancelled zero
increases the Percent Overshoot, and the two poles slow down the Settling Time.
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Figure 13-10: Compensated Closed Loop Step Response in Lead Design Example 1- Analytical Design

Plus of the Analytical Lead Design — it can be quickly iterated to find a much better system
performance, without compromising any of the specifications, including the DC gain, which may
happen with the Simplified Lead Design.

Minus of the Analytical Lead Design — sometimes the design formulae will yield negative, i.e.
unacceptable, values of controller parameters. This can be addressed by a slightly different choice of
the crossover frequency and the phase margin.
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Figure 13-11: Comparison of Closed Loop Step Responses in Lead Design Example 1

13.3.2 Lead Controller Design — Solved Example 2

Consider another unit feedback closed loop control system (see previous example), which is to operate under

Lead Control. The process transfer function G(s) is:

G(s) = (s+0.3)(§i25)(s+50)

Open loop frequency response plots of G(s) are shown in Figure 13-12. The closed loop performance
requirements are: the Steady State Error for the unit step input for the compensated closed loop system is to be
equal to 1%; Percent Overshoot of the compensated closed loop system is to be no more than 15%; the Settling
Time, Tsettle(:l:2%)' is to be no more than 0.3 seconds, and the Rise Time, Trise(O—lOO%)v is to be no more than

Bode Diagram
Gm = 35 dB (at 16.3 rad/s), Pm = 94.7 deg (at 0.983 rad/s)
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Figure 13-12: Uncompensated Open Loop Frequency Response in Lead Design Example 2 - Gain and Phase margins
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Let's start with an estimate of the uncompensated closed loop step response specs: PO, €ss(step%)

TT’iS@(O—lOO%) and Tsettle(:l:2%)'

Kpos(u) = (0.3)2(%(50) = 3.493

Estimates of the uncompensated system step error can be calculated directly from the Position Constant:

Css(step%) — # -100% = 1_}_3—1493 -100% = 22.3%

os(u)
Or, we can use the closed loop DC gain:

Kaeg,,,(0) = 592 = 0.777

Css(step) = (1 — Kae) - 100% = 22.3%

Let's check the model for the uncompensated system — from open loop Bode plots, the Phase Margin is so
large ((I)m(uncomp) = 94°), the formulas clearly do not apply — it will give you a damping ratio close to 1-the
system is overdamped! We have to default to the transfer function calculations of the dominant poles model —
fortunately, we can use Matlab to do the heavy lifting:

262
_ (s+0.3)(s+5)(s+50) __ 262
Gclu(s) - 262 ~ $3455.352+266.35+337

Y G031 5)5750)

_ 262
Gepu(s) = (5+50.12)(s2+5.2516.72)

The uncompensated closed loop system has one real pole and two complex poles with the damping ratio
almost equal to 1: -50.1, —2.59 + _70.086 (C = 0.999). This is NOT an underdamped dominant poles model!
We can have the model based on the one DOUBLE dominant real pole - critical damping ((: = 1) -see the
step response of the actual uncompensated closed loop system and of the 2nd order model, shown in Figure
13-13.

Kae = Gay(0) = 252 = 0.777

Gnu(5) = 0777 o557

Estimates from the model: w,, = 2.59,( = 1.0, PO = 0%

Tsettle(:l:Q%) = C% = 1.54

Trise(lO—QO%) ~0.8- Tsettle(:l:?%) =1.23
€ss(step]) — 1—Kge=1-0.777=0.223
€ss(step]) — 22.3%

Note it is difficult to estimate the Rise Time for a critically damped system. One way would be to assume
Trise = Tsettle- Check with “stepeval” what the actual specs are: PO = O%, Tsettle(:t2%) = 22 sec,

Trise(lO—QO%) =1.3 sec, ess(step%) = 22.3%.
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Figure 13-13: Uncompensated Closed Loop Step Response in Lead Design Example 2 — Actual System vs. Model

Next, decide on the DC gain of the Controller (ag) that would meet the design requirements. Calculate the DC
gain of the controller, i{. = a - for the error to be 1%:

_ 1
ess o 1+Kpos

0.01 = — Kpos(e) = go1 — 1 =99

1+Kpos
From that we can calculate the DC gain of the controller transfer function, Q.

K

_ Dpos(c) __ —
ag = Kpos)u 3. 493 28.34

Decide what value of the Phase Margin for the compensated system (CI)m’C), and what value of the crossover
frequency for the compensated system (wcp,c)v would meet the design requirements. To figure out the
compensated system Phase Margin and frequency of the crossover, we should look at the “desired” values of
the closed loop dominant poles model — check the plot of PO vs. damping ratio in Figure 7-4.

—Cr
PO =100 - <ev142)
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PO =15% — ¢ = 0.5169

Tsettie(+2%) = 2 =03 = w, =258

Cwn,

We can now put together the model for the compensated closed loop system:

K
_ pos(c) __ 99 __
Kae = 19K, e = Tro = 09
- w? B . 665.3
GmC(S) - ch 52—|—2<wn3—|—w2 =0.99 $2426.67s+665.3
. . 658.6
Gme(s) = 0.99 52126.6751665.3

Let's check if this choice of ( and wy, will also result in an acceptable Rise Time:

T. _ m=cos 1 ¢ _ 096
rise(0—100%) wn\/@ .

This is fine, so the next step is to “translate” the closed loop model parameters into the Phase Margin and
crossover frequency: based on Figure 12-9 we have: ( = 0.5169 — ®,,, &~ 55° Next, solve for the required

crossover frequency:
Wep & wpy/1 — 2% =17.6

Alternatively, we can use this formula:

2¢- n —
Wep = (tafl—(&;m) = 19.96

Let's pick the values of @, (comp) = 557 and Wep(comp) rad/sec, and ag = 24.25 Next, the appropriate
Controller parameters and clearly write the Lead Controller transfer function, GC(S). We will use the analytical
design formulae, but first we need to compute open loop gain and phase values at the chosen frequency of the
crossover —we will use Matlab to obtain accurate values, as reading them off the graph may be too rough; see if
you can read off the value close to -40 dB directly off the open loop Bode plot in Figure 13-12. Matlab values are
shown in Figure 13-14.

Wep(comp) = 20rad/sec — |G(j20)| = —38.6dB
|G(520)] = 0.0118
/G(jw) = —186.9°
We can now compute the “lift" angle:
0 = —180° + ®,, — LG(;j20)
0 = —180° + 55° + 187° = 62°
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Figure 13-14: Uncompensated Open Loop Frequency Response in Lead Design Example 2 - Readouts at

Apply the formulae:

a1 — 1za0|Gwep)|cosb _ 1-28.34.0.0118-c0s62° _ 4 (5
L= "6 IG(wep)|-sin@ — ~ 20.0.0118sin62° =

_ cosf—ao-|G(jwep)| _ cos62°—28.34-0.0118 __
b = Wep-sin @ - 20-sin 62° = 0.0077

Gels) = #yite = s
The Lead Controller transfer function coefficients are both positive, so the transfer function is acceptable! Let's
have a look at the compensated vs. uncompensated open loop Bode plots in Figure 13-15. You can clearly see the
characteristic shape of the open loop compensation — the increased open loop DC gain, the increased Phase
Margin and crossover frequency. We can check the obtained values by using the “margin” function in Matlab,
as shown in Figure 13-21.

D@, = 55° and wep, = 20rad/sec
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Open Loop Magnitude, LEAD: a0 = 28.3397 a1 =4.0474 b1 = 0.0077397
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Figure 13-15: Compensated Open Loop Frequency Response in Lead Design Example 2

Next, estimate the compensated closed loop step response specs: PO, €gg(step%): Trise(O—lOO%)v and

Tsettle(:l:2%)'

The estimated specs are going to be as expected, since we created the compensated closed loop system model
based on these:

¢ = 0.5169, w, = 25.8, K4, = 0.99

o 658.6
Gine(s) = s2126.6751665.3

Thus, we expect these estimates, as per model:

—(
PO =100 - (ev1—<2> =15%

Tsettle(:l:Q%) = C% =03

n

m—cos ¢ —0.1

Trise(0-100%) = Naee
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ss(step) = 1= Kae = 1099 = 0.01 eqs(atepry = 1%

Bode Diagram
Gm = 18.1 dB (at 78.5 rad/s) , Pm = 55 deg (at 20 rad/s)
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Figure 13-16: Compensated Open Loop Frequency Response in Lead Design Example 2 — Gain and Phase Margins

Let's now check if the closed loop response conforms to these expectations. The compensated open loop

system transfer function is:

_ 4.055+28.34 262
Gopen(e)(8) = 0077511 (5+0.3)(5+5)(s1+50)

The closed loop system transfer function is:

4.055428.34 | 262
G ___0.0077sf1  (s+0.3)(s+5)(s150)
cl(c) (s) 2.055128.34 262

1+ 0.0077s+1 (s5+0.3)(s+5)(s+50)

_ 68254(5+7)
Gae)(s) = (5+139.9)(s+7.78) (s2136.7751890)

The dominant pair of complex poles is at: —18.4 + j23.5. Based on the closed loop transfer function, we
can expect a near-pole-zero cancellation weakening the effect on the significant pole-zero pair at -7 and -7.78
respectively; the pole at -139.9 is not insignificant either but it should counteract the effect of the not-entirely
cancelled zero. Conclusion — the actual compensated system response should be very similar to the predicted
model. This is confirmed by the plots in Figure 13-17. The actual system response, despite the presence of an
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extra pole and an extra zero, is not that different from the expected response, confirming the validity of this

approach.
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Figure 13-17: Compensated Step Response (Actual System vs. 2nd Order Model) in Lead Design Example 2

Below, we compare the expected specs, based on the model, with the actual system response specs, obtained
by running the “stepeval” function. The actual specs, compared to the model specs, are:
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Actual Compensated

System
PO 14.9%
Css(step%) 1%
Tm’se(O—lOO%) 0.093 sec
Tsettle(:t2%) 0.24 sec

Gmc(S) - Model for
the Compensated System

15%
1%
O.1sec

0.3 sec

The specs estimates from the model are very accurate, with all specs meeting the required values.
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13.4 Lag Controller

A transfer function of the Lag Controller is as follows, where @y = K. corresponds to the DC gain of the
controller,and o < 1 -the pole is closer to Im axis than the zero:

__ aistap __ sat+1 )
GC(S) = bst1 BTt Equation 13-16

a0

- _1 ~ -1 _ _1 in Fi .
a — ar poleisat §9 = = —;as shown in Figure 13-18.
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Figure 13-18: Pole Zero Map for Lag Compensator

In the frequency domain, the two corner frequencies are: W1 = %, Wy = %

The magnitude is described as:

Ge(s) = K. - sor

) Equation 13-17
M(w) = K, - V(war) 41

(wr)?+1

The phase is described as:
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¢(w) = tan"t war — tant wr Equation 13-18

The approximate end of the phase lag occurs at the frequency:

10 Equation 13-19
aT

w1 =
This frequency then will be positioned over the chosen crossover frequency Wep: The gain drop added by the
lag component (with respect to its DC gain level) is equal to:

- _ \/(0.)047')2—{—1
M(w) =K, N W — 00

L{)Oé7—2
M(w)%Kc-ﬁch-a

Frequency response plots of the Lag Controller (without its DC gain, ch) are shown in Figure 13-19.

Equation 13-20

How to use the Lag Controller:

Use the Lag Controller gain, KC to correct deficiencies in the steady state tracking.

Use the Lag Controller parameter to adjust the dynamic gain for the correct crossover Wep
and Phase Margin (I)m.

Adjust as required.

13.4 Lag Controller | 338



Lag Compensator

(9p) spryubeyy ((Bep) eseld

Frequency (radfsec)

Figure 13-19: Frequency Response of Lag Compensator

13.4.1 Simplified Lag Controller Design

For the simplified design, this form of the Lag Compensator is more useful:

Equation 13-21

Tas+1
Ts+1

G.(s) =K. -

hown in Figure 13-18. The design will involve making a decision

1
—_—-ass

T

, pole isat S9 =

_ 1
T
on what the compensated system phase margin (I)m should be and what the steady state tracking accuracy

Zerois at S1

should be. The lag network contributes negative angle, so it has to be positioned over the frequency response of

a process to be compensated in such way that its angle contribution to the overall compensated angle is zero.

Otherwise, if the compensated phase angle at the crossover frequency Wep is reduced, the system will have a

smaller phase margin, and thus the equivalent damping ratio of the closed loop system will be worse.

Steps involved in the compensation process are as follows. First the open loop frequency response is adjusted

by the required DC gain (determined based on the steady state error requirements).
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Next, from the plot of the open loop frequency response, G(]w) the frequency of crossover is chosen such
that an appropriate phase margin (plus an extra 5 degrees) can be provided by the process phase itself:

AG(jCU) = —1800 + (I)m + 50 Equation 13-22

Once this frequency is determined, the Lag Controller parameter is calculated based on the gain drop required.
Finally, since the end of the lag phase of the Lag Controller is at the crossover frequency, we have:

10

Wep = W1 = o Equation 13-23

The simplified design is simple, but does not allow meeting the speed specification. If a condition on
the Settling or Rise Time is imposed, Lead Controller is always a better choice. A major problem with
it is that it tends to generate a very long time constant associated with the Lag Controller, which
adversely affects the Settling Time specification.

13.4.2 Analytical Lag Controller Design

An alternative approach to the Lag Controller is to use the same design equations as for the Lead Controller,
with the new crossover frequency Wep chosen to be smaller than the uncompensated one. For the analytical
design, this form of the Lag Controller is used:

— a1s+ag ,
GC(S) = bist1l Equation 13-24
Note that ag = K. corresponds to the DC gain of the controller. Zero isat §7 = — Z—(l), poleisat §9 = — %
0 = —180° + q)m - AG(jwcp) Equation 13-25

Calculate the Lag Controller coefficients:

1—ag:|G(jwep)|-cos @
wep*|G(jwep)|-sin 6

al —
) Equation 13-26
b1 _cos0)—ap|G(jwep)]

- Wep-sin 6

Observation I:
The same as in case of Lead Controller: if either coefficient < O, iterations are necessary.
Observation Il:

Note that if Wep for the compensated system is chosen to be larger than that of the uncompensated system,
we will end up with a Lead Controller (where the zero is closer to Im axis than the pole).
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13.5 Lag Controller Design — Solved
Example T

Consider a typical unit feedback closed loop control system, as shown, which is to operate under Lag Control.

R(s) Y(s)

G.(sy——f G(s) >

Controller
Actuator/Plant

The Lag Controller transfer function is as follows:

_ . Tas+1l __ aistag
GC(S)_KC T7s+1 ~—  bis+l1l

Where T is the so-called Lag Time Constant and v = 1. The process transfer function G(s) is:

. 30(s4-2)
G(s) = (s40.1)%(s420)?

Open loop frequency response plots of G(s) are shown in Figure 13-20. The closed loop performance
requirements are: the Steady State Error for the unit step input for the compensated closed loop system is one
half of the Steady State Error for the uncompensated system; Percent Overshoot is approximately 10%.

Check what the current (uncompensated system) values of the Phase Margin, q)m, and the Crossover
Frequency, Wy are. Estimate the uncompensated closed loop step response specs: Percent Overshoot, PO,
Steady State Error, €55(step% ) @nd Settling Time, Tsettle(:l:2%)' Next, based on the specifications, calculate the

required values of the Phase Margin for the compensated system, @mc, and the DC gain of the controller, ch.

Design the Lag Controller such that it meets the closed loop response requirements, and write the Lag
Controller transfer function and its parameters. For your Controller, estimate the compensated closed loop step
response specs: Percent Overshoot, PO, Steady State Error, €g5(step%): Rise Time, Tm’se(lOO%)v and Settling

Time, Tsettle(:l:2%)'

Let's start by finding the open loop DC gain - note that reading the gains off the Bode plots is difficult due
to decibel units — here the gain could be read off from Figure 13-20 as anywhere between 20 and 25 dB. It is
recommended to always use the transfer function (if available) to compute the accurate gain values. Here we
can compute the Uncompensated Open Loop DC gain - there is no controller, i.e. GC(S) =1.

From the process transfer function:
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1 30(s+2) _ 60 _
K gco = limg_yo (5101)2(s120)2 — 4 — 15

Bode Diagram
Gm =52.8 dB (at 18.1 rad/s) , Pm = 38.2 deg (at 0.378 rad/s)
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Figure 13-20: Uncompensated Open Loop Frequency Response in Lag Design Example

The uncompensated closed loop DC gain is then:

Kqo = tfee— = 12 = 0.9375

The Phase Margin and the crossover frequency can be read off from the Bode plot in Figure 13-20 as:
P, = 38° and Wep = 0.378 rad/sec. The damping ratio C and the frequency of natural oscillations wy, for
the uncompensated closed loop system can now be estimated by either reading it off the Phase Margin graph
in Figure 12-9, or by using the formula: C = (0.3487. Next, calculate the natural frequency:

Wy = tan ¢ ‘I;'rg—‘wcp = 0.426

The uncompensated closed loop model:

2
- K wy, _ 0.1701
Gm(s) = de 2 otonstas Gmu($) = 52071101811

Model specs can be calculated as:
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—(
PO =100 - <ev1—<2> =31%

n

Tsettle(:l:Q%) = C% =26.9

_ -1
TTise(lOO%) = T-e8e = 4.82

wn/1—¢2
-1 — 1 _
Css(step%) = THKpos 100% = 1735 = 6.25%
The actual closed loop uncompensated transfer function is:

_ 305460
Gal(s) = s7440.255440852+110.45+64

_ 30(s+2)
Gals) = (s+21.14)(s+18.8)(s2+0.2625+0.161)

As we can see, the closed loop transfer function has a dominant pair of complex poles, with the damping ratio
C = (.326 and the natural frequency of oscillations w;,, = 0.4 rad/sec, which are very close to the model
estimates ofC = 0.349 and Wp = 0.426 rad/sec. The actual transfer function also has a zero at -2, and two
poles at — 21.14 and -18.8, all of which are negligible, compared to the dominant pair of closed loop poles located
at —0.13 % 70.38.Thus, the assumed model is quite accurate - see the actual step response comparison,
shown in Figure 13-21.

Below, we compare the expected specs, based on the model, with the actual system response specs, obtained
by running the “stepeval” function. The actual specs, compared to the model specs, are:

Gmc(s) — Model for the

Actual Compensated System
Compensated System

PO 54.8% 31%
€ss(step%) 6.25% 6.25%
Tm’se(O—lOO%) 4.68 sec 4.82 sec

The specs estimates from the model are very accurate, with all specs meeting the required values.
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Figure 13-21: Uncompensated Closed Loop Step Response in Lag Design Example

Now, the Lag Controller design — we can choose a simplified design or an analytical design. First, always
calculate the required DC gain of the controller — this part is the same in both approaches. Based on the
required error specification:

_ , 1 _ 05
€ss(step)c — 0.5 €ss(step)u — K — T+ Kposu

posu

1 _ 0.5 _
Kposu T 1+Kposu - kposu o 31

The compensated closed loop DC gain should be:

- K oSscC - 31 —_
ch(comp) - 1_{_;{1303_0 =35 = 0.9688

The controller DC gain is then:
— _ _ 31 _
K= ag = 5225 = 31 = 2.067

Next, “translate” the required PO spec into the equivalent closed loop damping ratio. Based on Figure 7-4, for
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PO =10%, the required damping ratio is approximately: C = 0.59. The compensated Phase Margin, based on
Figure 12-9should be close to (I)m(comp) = 60°.

What do we do next? The two approaches differentiate on how we proceed.

13.5.1.1 Lag Controller Design Solved Example 1: The “Simplified” Lag Design

Recall that at the frequency of% in the Lag Controller (see the graph below), we are still losing about of H°
phase, so look at the uncompensated open loop Bode plot and choose the frequency where the phase angle is
(CI)m + 50) away from the —180%line. Here, if we want the compensated Phase Margin to be CI)m = 60° we
should look for the frequency where the phase angle reaches — 115°

/G(jw) = —180° + ®,, + 5° = —180° + 60° + 5°

That frequency is read off the plot as approximately 0.17 rad/sec: wco(comp) = (.17 rad/sec. Note that in
the Lag Design, the compensated crossover frequency will always be to the left of the uncompensated
frequency of the crossover. If it were to the right of the uncompensated frequency of the crossover, we
would end up with a Lead Design. Here the uncompensated frequency is 0.38 rad/s. Next find the gain of the
uncompensated system at that point — recall that reading it off the graph is inaccurate so it is best to substitute

S = j0.17into G(s):
. |4
|G(j0.17)| = 3.87% = 11.75dB
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Lag Compensator
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Remember that since we are using the DC gain of 2.0667, the total gain at the chosen crossover frequency is

going to be 3.87 times 2.0667. This is the amount of the gain reduction that has to be delivered by the high

frequency gain drop-off of the Lag Controller:

1 =0.125

— 2.0667-3.87

(07

Wep(comp) rad/sec becomes the right-side corner of the phase characteristic:

10
aT

0.17 =
10
0.125-0.17

wcp(comp)

= 4704

10
Q- Wep

T =

The controller transfer function is:

58.825+41
470.4s5+1

= 2.0647 -

0.4-0.125s+1
470.454+1

2.0647 - 4L

Tas+1
Ts+1

Ge(s) = K, -

121.65+2.067
470.45+1

__ aistag __
bis+1

Ge(s)

The open loop Bode plots before and after compensation and the system Phase Margin are shown in Figure

60° at the frequency of

m[:

13-22 and the compensated Phase Margin is shown in Figure 13-23 — it is @

0.17 rad/sec, as was chosen for this design.

Wep(comp)
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Figure 13-22: Open Loop Frequency Responses in Lag Design Example — Simplified Design
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Bode Diagram
Gm =64.5 dB (at 18.1 rad/s) , Pm = 59.7 deg (at 0.171 rad/s)
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Figure 13-23: Compensated Phase Margin in Lag Design Example — Simplified Design

The expected compensated closed loop response specs can be estimated using the dominant poles model
again. Use the formula below, or read off the Phase Margin graph in Figure 12-9:

_ tan ®,, —
= 2¢/(tan ®,,)%+1 — ¢ =0.607
W = ta“q;—’g“’p —=0.24

The compensated closed loop model:

_ 0.054
Gme(S) = 570391250051

Model specs can be calculated as:

—Cm
PO =100 - (evl—@) = 9%

Tsettle(:l:2%) = C% =274

n
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cosc—1
Trise(100%) = DICOSC _ — 11.5

wn/1—C2
€ss(step%) — ﬁ -100% = leﬂ -100% = 3.125%

The actual closed loop transfer function is:

Guls) = 7.753(s+2)(s+0.017)
cl\®) = (5+20.59)(s+19.4) (s+0.01463) (s2+0.2035+0.047)

As we can see, the actual closed loop transfer function has a dominant pair of complex poles, with the damping
ratio C = (0.47 and the natural frequency of oscillations Wy, = 0.22 rad/sec, as well as a zero at -2, another
zero at -0.017, and three real poles at — 20.59, -19.4 and at -0.01463.

The dominant poles model is not as accurate as before, because now an additional pole-zero combo shows up,
and both are very close to the Imaginary axis. They do not cancel out, and their net effect on the closed loop
response is that the very large time constant associated with the Lag Controller causes a very slow, very visible
exponential component in the step response — see the actual step response comparison in Figure 13-24 and the
comparison of the specs below. That additional real pole has a very long decay time associated with it, which
significantly affects the Settling Time.

Below, we compare the expected specs, based on the model, with the actual system response specs, obtained
by running the “stepeval” function. The actual specs, compared to the model specs, are:

Gmc(s) — Model for the

Actual Compensated System
Compensated System

PO 4.6% 9%
Css(step%) 3125% 3125%
Tm’se(O—lOO%) 14.1 sec 1.5 sec
Tsettle(jﬁ%) 130.4 sec 24.8 sec

Clearly, the biggest problem with the simplified approach is that it typically generates a long time constant that
causes the closed loop system to have the real pole close to the Imaginary axis that cannot be ignored - the
closed loop model is not really based on a dominant pair of complex poles alone. Unfortunately, the simplified
design does not allow us to avoid this. Let's consider the analytical design next.

Plus of the simplified design — it will never lead to negative values of the controller parameters.

Minus of the simplified design — it almost always results in an additional significant closed loop pole
that has a strong negative effect on the Settling Time. This can be somehow ameliorated by trial &
error adjustments, but it would be tedious.
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Figure 13-24: Compensated Closed Loop Step Response in Lag Design Example — Simplified Design

13.5.1.2 Lag Controller Design Solved Example 1: The “Analytical” Lag Design

300

The analytical design gives us more flexibility to shape the open loop response by choosing different locations

for the crossover frequency. Remember to choose the required DC gain based on the error

calculations are identical to the simplified method, so the Controller DC gain (ag) will be the same:

_ , 1 _ 05
Css(step)e = 0-5  Ess(stepyu — 1+ Kp05¢ 1+ Kposu

1 05 _
T Kyoee = 1415 7 Kpose = 31

The compensated closed loop DC gain should be:

J— K oSscC P 31 _
ch(comp) - 1+}]9(pos_c = 35 — 0.9688

The controller DC gain is again:

o Kposc _ 31

specs - the
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Next, we pick the Phase Margin —in this example, we decided to have the Phase Margin of 600, so let's stick with
this value. Next, we need to choose the crossover frequency —as long as it is less than 0.38 (the uncompensated
value). First, let's choose the same value as in the simplified design:

Wep(comp) = 0.17rad/sec

To use the derived formulae for the controller constants g and bl, we need to calculate the uncompensated
open loop Bode plot the phase and the gain at that frequency - as before, substitute § = .7'0.17 into the
transfer function G(s):

£G(j0.17) = —115°
|G(j0.17)| = 3.87% = 11.75dB
Next, substitute these values into the formulae:
0 = —180° + &, — £G(j0.17) = —180° 4 60° + 115° = —5°

Note since this is a LAG design, the “lift” angle is not really “lifting” anything; it is just an intermediate step in the
calculation, and could be even called a “drag” or “lag” angle. Also note this calculation confirms our assumption
in the “simplified” design that at the chosen crossover frequency, we are losing approximately 5 degrees of
phase to the lag controller.

1—ag-|G(jwep)|-cos6 _
wep'|G(jw)|-sin 6 = 126.2

alp =

by = costoldtenll — 490.6

- Wep-sin 6

These values are very close to the ones obtained using the simplified approach, as expected. The closed loop
response will also be similar, with the large value of the closed loop time constant dominating the response and
adversely affecting the Settling Time. The resulting design offers some improvement over the uncompensated
response, but the Settling Time spec takes a huge beating - this is not a good design and we should be able to
do better.

With the analytical design we are not stuck with the one choice of the crossover frequency, as is the case with
the simplified design. We can easily choose a different frequency of the crossover (as long as it is less than
the uncompensated crossover frequency) and see if the resulting closed loop step response simulations will
improve. Let's consider what would happen if we chose a different value for the crossover frequency. Let's say,
make wcp(comp) = (.2 rad/sec. Again, we need to find the gain of the uncompensated system at that point —

recall that reading it off the graph is inaccurate so it is best to substitute s = j0.2 into G(s):
/G(j0.2) = —122°
|G(50.2)] = 3.01% = 9.6dB
Next, substitute these values into the formulae:

0 = —180° + ®,, — ZG(j0.2) = —180° + 60° + 122° = 2°

_ 1-ap|G(jwep)|-cos O __
ay = wc(z)v'|G(jw)}|)’Sin6 = 2155
by = cos 0—ao-|G(jwep)| = —650.3

- Wep-sin 0
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Gels) = s = =gyt

So here we have an unpleasant surprise! The controller coefficients are not acceptable, as they are negative! The
controller pole in RHP is unacceptable, because it means an unstable open loop transfer function — even if the
resulting closed loop is stable, for safety reasons we do not want to implement that — in case if the closed loop
incidentally opens (a malfunction), we would have an unstable system on our hands. The RHP location of the
controller zero is also unacceptable. Even if the controller pole is in a stable location, the RHP zero will introduce
an effective delay into the system, extending both the Rise Time and the Settling Time. Recall that we will never
get that kind of surprise in the “simplified” lag design.

Let's keep adjusting the value of the crossover frequency — we already have one “passable” value, at 0.17 rad/
sec, but we want to improve on that design. By “trial & error” we find that values of crossover frequency
that are between 0.19 and 0.38 all result in negative coefficients and are therefore unacceptable. Let's try
frequencies smaller than 0.17 — some of those choices will lead to acceptable controller values. Let's see if we
can get a set of controller values that would give us a better actual step response than the one seen above for
Wep(comp) = 0.177“ad/sec - remember that one was quite different from expected, because it had a large

time constant associated with the Lag controller.

After some trial & error with the analytical formulae we come across quite an agreeable response — note that the
formulae can be easily programmed into Matlab so that the iterations are quite easy to perform. Let's see the

results for wW = O.lrad/sec — good results can be had for some other, smaller values as well. Again,

cp(comp)
we need to find the gain and phase of the uncompensated system at that frequency - recall that reading it off

the graph is inaccurate so it is best to substitute s = 70.1 into G(s):
/ZG(j0.1) = —88°
|G(j0.1)| = 7.5% = 17.5dB
Next, substitute these values into the formulae and first calculate our “lag” angle:
0 = —180° + ®,, — LG(j0.1) = —180° + 60° + 88° = —32°

Note that at this point the “lift” angle has become a “lag” angle (negative value).

1—ao-|G(jwep)|-cosf _ 30.2

a1 = 4 [G(jw)[-sin @

bl _ cos 0—ap-|G(jwep)| 9747

Wep-sin 6

Both controller parameters are positive, so this controller will be acceptable. The open loop Bode plots before
and after compensation are shown in Figure 13-25 and the system Phase Margin is shown in Figure 13-26.
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Figure 13-25: Open Loop Frequency Responses in Lag Design Example — Analytical Design

The controller transfer function is:

Gels) = ztep = M0

Note that with a much smaller value of bl, this design may be actually better than the one with a higher
crossover frequency, as the closed loop compensated response will be closer to the expected model — no
slow exponential visible. Let's check this theory out. The expected compensated closed loop response can be
estimated using the dominant poles model again. Use the formula below, or read off the Phase Margin graph
in Figure 12-9:

tan ®
= = — (=10.612
¢ 2\/ (tan ®,,)2+1 ¢

wy = R — ().1414
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Bode Diagram
Gm =71.9 dB (at 18 rad/s), Pm =60 deg (at 0.1 rad/s)
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Figure 13-26: Compensated Phase Margin in Lag Design Example — Analytical Design

The compensated closed loop model:

_ 0.0194
Gme(s) = 5270.1735+0.02

Model specs can be calculated as:

—¢m
PO =100 - (evl—‘fQ) = 9%
Tsettle(:l:?%) = C;Ln =46.2

_ -1
Tm’se(lOO%) = % =20

— 1 . _ 1
Css(step%) — 1+ Kpos 100% = 1+31 — 3.125%
The actual closed loop transfer function:

Guls) = 3.3(542)(s+0.068)
cl\®) = (5+20.38)(s+19.6)(s+0.063)(52+0.14695+0.0184)

13.5 Lag Controller Design — Solved Example 1 | 354



Note that the closed loop model based on the dominant poles is now more accurate than in the case of the
“simplified"” design — while the additional pole-zero combo still shows up, both very close to the Imaginary axis,
their net effect on the closed loop response is almost negligible because of a much better “near-cancellation”:
we have a zero at -0.068, and a pole at -0.063. Before they were at -0.017 and -0.0146, respectively. The very large
time constant associated with the Lag Controller is no longer visible in the step response, and the Settling Time
is much as expected — see the actual step response comparison and the comparison of the specs below.

Below, we compare the expected specs, based on the model, with the actual system response specs, obtained
by running the “stepeval” function. The actual specs, compared to the model specs, are:

Gmc(s) — Model for the

Actual Compensated System
Compensated System

PO 10.6% 8.8%
€ss(step%) 3125% 3125%

Trise(0—100%) 19.7 sec 201 sec
Tsettle(:tQ%) 411 sec 421 sec

The estimates are very accurate. Finally, let's see how much of an improvement we achieved by introducing the
Lag Controller — see the comparison of the responses in Figure 13-28.

Plus of the Analytical Lag Design — it can be quickly iterated to find a much better system
performance, often without the long and visible slow time constant associated with the Simplified
Lag Design.

Minus of the Analytical Lag Design — sometimes the design formulae will yield negative, i.e.
unacceptable, values of controller parameters. This can be addressed by a slightly different choice of
the crossover frequency and the phase margin.
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Figure 13-27: Compensated Closed Loop Step Response in Lag Design Example — Analytical Design
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Figure 13-28: Comparison of Closed Loop Step Responses in Lag Design Example
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13.6 Lead - Lag Controller

Lead-Lag Control combines benefits of both the Lead and the Lag Controllers. The transfer function of the Lead-
Lag Controller is as follows:

_ s+l | saeTs+1 )
GC(S) - KC sa1Ti+1 sTo+1 Equation 13-27
Kc corresponds to the DC gain of the controller, and both (v < 1o < 1. There are two zeros, at s1 = — %
—_ | _ 1 .
,and §9 = Ty’ and two poles, at §3 = a1 and 84 = p— Note that what makes this compensator

“tick”, is its sequence: POLE-ZERO-ZERO-POLE, as shown in Figure 13-29. In the frequency domain, the four
corner frequencies are:

_ 1 — _1 _ 1 — 1

w1 = 7'1'w2 T a3 = a1T1'w4 T
A frequency response plot of the lead-lag compensator is shown in Figure 13-30. Again, note the sequence:
POLE-ZERO-ZERO-POLE, as shown in Figure 13-29. This structure is sometimes also referred to as the Lag-Lead
Controller — the Lag block comes first on the frequency plot, followed by the Lead block as Figure 13-30 shows.
We will however use the name Lead-Lag Controller, based on the sequence in which its components are used

in the design — the Lead component is used first, then the Lag component.

Fole-zero map

| T fm

ZEros &=

0.4 _ 1 -

Imag Axis
%
o
@
X

et poles B =T —

- 1 1 1 1
-5 -4 -3 -2 -1 a 1

Feal Axis
Figure 13-29: Pole Zero Map for Lead-Lag Controller
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Lead Lag Compensator
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Figure 13-30: Frequency Response Plots for Lead-Lag Controller

13.6.1 Simplified Lead — Lag Controller Design

Figure 13-31 shows the values significant for the design procedure which is as follows: choose the compensator
gain K, based on the steady state error requirements for the closed loop operation. Re-plot the open loop
frequency response, including the required “gain lift™

Gopen(jw) = KCG(]W)H(JW) Equation 13-28

Assume the necessary phase margin q)m, based on the required Percent Overshoot. Determine the crossover
frequency Wepr from the settling time requirement.

Determine the necessary phase lead lift 0 at this frequency (add an extra 5 degrees, since the Lag Controller
block will be used):

0 = ¢max = —180° + (I)m -+ 5° — ZGH(wcp) Equation 13-29
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Eode Diagrams

Fram: LI{T)

Zero

Zero

[P ———

——— = m =g ===

(1A oL
(AR spnuubey bep) aseyd

10°

Frequency (radisec)

Figure 13-31: How to Use Lead-Lag Compensator in Simplified Design

Calculate the Lead parameter ¢yg:

Equation 13-30

_ 1—sin ¢max
1+sin pmax

1_

(0

Calculate the Lead time constant 7 from:

Equation 13-31

1
Q1T

:WOZ

wcp

Calculate (or measure from the plot) the total open loop gain at the crossover frequency:

Equation 13-32

1ﬁ

)

|G(jwcp)H(jwcp

M, open (] wcp)

Calculate the Lag parameter (x9 from a necessary gain reduction at this frequency:

Equation 13-33

a2 = Mopen

Calculate the Lag time constant T9 from:
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10 Equation 13-34
Q272

pr —

Comment:

This design theoretically meets all three typical performance requirements — accuracy, speed, and lack of
oscillations. Whether it will work well, depends on how closely the compensated closed loop transfer function
resembles our standard second order under-damped model, on which the design was based. Always run
simulations of the closed loop system response under this compensation scheme - the design may require

iterations to improve its performance.
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13.7 Examples

13.7.1 Example

Consider a following closed loop system where a Lead Controller is to be designed such that the system wiill

have less than 10 % overshoot and a Settling Time of 2 seconds. Note that the uncompensated system is

unstable!!
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13.7.2 Example

Consider a following closed loop system:

R(s) + _ Ks)

¥(s)

a;sta, 4

=2 ™ O e

Part 1: Evaluate the system closed loop step response based on the provided open loop frequency response.

Part 2: Design a Lead Controller such that the Percent Overshoot is less than 20 %, Settling Time is less than 4
seconds and the steady state ramp error no larger than that for the uncompensated system.

Bode Diagram
Gm = 3.52 dB (at 1.41 rad/s) , Pm = 11.4 deg (at 1.14 rad/s)

100 T T I
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1072 107" 10° 10" 102
Frequency (rad/s)
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13.7.3 Example

Consider again the control system in Example 13.7.3 above. Design a Lag Compensator for this system such
that the percent overshoot is less than 20 % and the steady state ramp error is no larger than that for the
uncompensated system.

13.7.4 Example

Consider again the same system Example 13.7.3 above, but with a different controller, this time it will be the
Lead-Lag Controller. Design it for this system so that the Percent Overshoot is less than 20 %, settling time is
less than 4 seconds and the steady state ramp error no larger than that for the uncompensated system.

13.7.5 Example

Consider a unit feedback system under dynamic control as shown. A Lead Controller will be implemented for
this system. The open loop frequency response plot is provided.

Controller Process

R(s) + as+a, |U(s) 1 Y(s)

bs+1 s(s+1)(s+2)
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Bode Diagram
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Part 1. Specify conditions for the controller parameters g1, Q. b1 so that it is a Lead Controller (as opposed to

Lag Controller).

Part 2. Find the required controller DC gain a so that the closed loop steady state error to a ramp input is 0.2
V/V.

Part 3. Adjust the magnitude scale on the Bode plot so that the plot reflects the frequency response for
Gopen(s) = ap - G (), with the value of the DC gain of the controller as found in item # 1. Determine the
approximate phase crossover frequency and the phase margin of the adjusted system. Note that at this point
the system is only under Proportional Control, as calculated in item # 1.

Part 4. The system is to be compensated with a Lead Controller. The requirements are: ramp error of no more
than 0.2 V/V; closed loop system has a damping ratio of at least 0.3; Settling Time is to be less than 10 seconds.
Design the Lead Controller to achieve the specifications outlined above. Show all the steps used to arrive at your

answer.

13.7.6 Example

A unit feedback control system is shown, where the actuator/process transfer function is as shown below, K is
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a controller DC gain, and the LAG Controller structure is used. Frequency response plots of the process transfer
function G(s) are shown as well.

G(s) s(s+1)1(5+20)
R, | Y(s)
K b G.(s) ——» G >
"""" Controller

G.(s) = 111;2?30[ <1

Part 1. Select a controller gain K and design a phase-lag compensator GC(S) such that the following
requirements are met: a) the steady state error to a unit ramp input for the compensated closed loop system is
less than 0.02, and b) the phase margin of the system is at least 45 degrees.

Write the controller transfer function, clearly specify all controller parameters (K, T, @), and superimpose the
resulting compensated system plots on top of the plots. (Re-scale the axes if necessary.)

Part 2. Estimate the following specifications of the compensated closed loop unit step response: the percent
overshoot; the settling time (provide your definition of the settling time); the steady state error to a unit ramp.
Clearly show how you arrived at your estimates.
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Uncompensated Open Loop Frequency Response
50 T Eri T O T EE T

magnitude in dB
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-300 -
10

13.7.7 Example
Consider a unit feedback control system. Frequency response plots of the process transfer function G(s) are as
shown.

Part 1. Define the Second Order Model that would conform to these specifications. Read off the plot the current,
uncompensated open loop frequency response parameters that affect the uncompensated closed loop step
response: Position Constant, Kpos, Phase Margin, CI)m, and Crossover Frequency for Phase Margin, Wepr

Part 2. Next, “translate” the requirements for the compensated closed loop step response into the desired
compensated open loop frequency response parameters.

Part 3. Design a Lead Controller for this system. The compensated closed loop system is to have the following
specifications for its unit step response: Percent Overshoot equal to 10%; Settling time (within +12% of the
steady state value) equal to 1 second, and Steady state error (in %) equal to 1%.

Note that you do not need to know the transfer function of the system to design the required controller.

367 | 13.7 Examples



Magnitude (dB)

Phase (deg)

-180

13.7.8 Example

Bode Diagram

40

Wi

135
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Frequency (rad/sec)

Consider a unit feedback system under dynamic control, as shown below. Open loop Bode plot for the process

is also included.

R(S) g

Controller

a1.5'+a0

bs+1

Process

50

Y(s)

(s+1)(s+10)
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Bode Diagram
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Part 1. A Lag Controller is to be implemented. Show what condition is to be met for the coefficients in the
generic transfer function of the controller GC(S) in order for it to correspond to the LAG configuration (as
opposed to the LEAD configuration):

Gels) = F&T

Part 2. The system is to be compensated with a Lag Controller. The requirements are: step error of no more
than 2%, closed loop system has a damping ratio of at least 0.45 — assume the Phase Margin (I)m = 45° Phase
crossover frequency is equal to Wep = 3.0 rad/sec. Design the Lag Controller to achieve the specifications
outlined above. Show all the steps used to arrive at your answer. Estimate selected step response specifications
of the compensated closed loop system. As a first step, adjust the magnitude scale so that the plot reflects the
frequency response for Gopen(s) =aqap - G(s), with the value of the DC gain of the controller as previously
found. Determine the approximate phase crossover frequency and the phase margin of the adjusted system.

13.7.9 Example

An appropriate controller has to be designed for a unit feedback control system shown. The frequency response

plots of the uncompensated open loop transfer function is included.
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Dynamic

Controller Actuator/Plant
Ris) . a8 + 200 re)
— L » >
’ / bs+1 (5 + s+ 2)(5 +10)

The compensated closed loop system response requirements are that the Percent Overshoot of the normalized
unit step response be no more than 20%, and that the steady state error in percent be no more than 5%. Try

both the Lead and the Lag Controller design to meet the requirements.
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13.7.10 Example

Freguency (radfsec)

Consider a certain unit feedback closed loop system under proportional Control where the process is described
by the following transfer function G(s), with the frequency response plots as shown.
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_ 100
G(s) = (5+1)2(s110)

Bode Diagram

50 T R B T i P T

Magnitude (dB)
n
[=]
T

0T, (Y| AT R R SR SRR

-150 ; A L .

o O S

'

w0

o
[

Phase (deg)

ppgE Lmenineiandid i B neadinded

0 e s e B e ; .y sy -
107” 107 10" 10' 10° 10

Frequency (radfsec)

Part 1. Estimate the following specifications of the uncompensated closed loop unit step response: Percent
Overshoot PO, the settling time Tsettle(:I:Q%) and the steady state error €ss(step) %

Part 2. The system is to be compensated by the Lag Controller with a transfer function as described:

__ aistag a1
GC(S) = s+1’b1 >

or

Ge(s) = Kgo 225 o < 1

Design the Controller such that the following requirements are met: Steady State Error €g4(step)% for the
compensated closed loop system is less than 2%; Phase Margin q)m for the compensated system is equal to
50°;

Phase margin crossover frequency Wep is equal to1rad/sec. Clearly specify controller parameters in either of the

forms shown and superimpose the compensated system plots on top of the provided uncompensated system

Bode plots to illustrate your design.
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Part 3. Estimate the following specifications of the compensated closed loop unit step response: Percent
Overshoot PO, the settling time Tsettle(:l:2%) and the steady state error €ss(step) %

13.7.11 Example

A unity feedback control system is to operate under Lead Control, where the controller transfer function is:

_ ai1stag __ 1+7s
GC(S) = ﬁ == K01_’_a7_8,0 <a<l1

Frequency response plots of the uncompensated open loop transfer function are shown.

Uncompensated Open Loop Frequency Response
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Part 1. Estimate the following specifications of the uncompensated closed loop unit step response: the Percent

Overshoot PO, the Settling Time Tsettle(:l:Q%) and the steady state error € as well as the steady state

ss(step)%
error to a unit ramp €g5(rgmp) - Clearly show how you arrived at your estimates.

Part 2. Design a phase Lead Compensator GC(S) such that the following requirements are met: the steady
state error to a unit ramp input for the compensated closed loop system is less than or equal to 0.3(
€ss(ramp) < 0.3 the percent overshoot is less than or equal to 15% (PO < 15%); the settling time is less
than 3 sec (Tsettle(:tQ%) < 3). Write the controller transfer function, clearly specify all controller parameters

(KC, T, a) and superimpose the resulting compensated system plots on top of the plots shown.
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13.7.12 Example

A unit feedback control system is to operate under Lead Control, where the process transfer function is:

G(s) = 0.5

(s) (s+5)(s+0.1)?

Frequency response plots for the uncompensated open loop system are shown next. Design requirements are:
the Steady State Error for the unit step input for the compensated closed loop system is to be no more than
2%; Percent Overshoot of the compensated closed loop system is to be no more than 15%; the Settling Time,

T,

settle(+2%) 1S to be no more than 5 seconds.

PART A: Calculate the Position Constant for the uncompensated system (Kpos(uncomp)), then the Position
Constant for the compensated system (Kpos(comp)> that would meet the design requirements. Read off the
Phase Margin of the uncompensated system (@m(u)) and then decide what value of the Phase Margin for
the compensated system ((I)m(c)) would meet the design requirements. Read off the Phase Margin crossover
frequency of the uncompensated system (ch(u)) and then decide what value of the crossover frequency
for the compensated system (wcp(c)) would meet the design requirements. Calculate the appropriate Lead
Controller parameters and the Controller transfer function. Show the general shape of the compensated
frequency response by overlaying it on top of the uncompensated plot.

PART B: A Lead Controller was designed so that the compensated closed loop system met all the requirements.
The closed loop transfer function of the closed loop system was derived as follows:

G — 15.47542.45
cleomp 0.04895%+1.25453+5.2552+16.48a+2.5

316.57(s+0.158)
(5421.37)(s40.159) (s2+4.1345+15.01)

Show that the steady state error, €44(step)%, IS indeed equal to 2%. Estimate the closed loop step response
specs Tgeppie(+2%) and PO. The actual values were: Tigpyie(42%) = 1.5 seconds, and PO = 15%.

Explain any possible discrepancies between these values and the above estimates.
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Uncompensated Open Loop frequency Response Q4
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13.7.13 Example Lead Design — Winter 2017 Final Exam

Consider a unit feedback closed loop control system. The system is to operate under Lead Control. The process

transfer function G(s) is as follows:

_ 2500
G(8) = GID(ets) 550)

Open loop frequency response plots of G(s) are as shown. Design requirements are: Steady State Error for the
unit step input for the compensated closed loop system is to be no more than 4%. Percent Overshoot of the
compensated closed loop system is to be no more than 20%. The Settling Time, Tsettle(:}:2%)' is to be no more

than 0.5 seconds.

PART 1: Calculate the Position Constant for the uncompensated system (Kpos(u)), then the Position Constant

for the compensated system (Kpos(c)) that would meet the design requirements.

PART 2: Read off the Phase Margin of the uncompensated system ((I)m(u)) and then decide what value of
the Phase Margin for the compensated system (@m(c)) would meet the design requirements. Read off the
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crossover frequency of the uncompensated system (ch(u
frequency for the compensated system (ch(c)) would meet the design requirements.

)) and then decide what value of the crossover

PART 3: Calculate the appropriate Lag Controller parameters and clearly write the Lag Controller transfer

function GC(S)
T,

PART 4: Estimate the compensated closed loop step response specs: PO, €gg(step)% Lr
Tsettle(:l:Z%)'

Bode Diagram
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13.7.14 Example Lag Design — Winter 2018 Final Exam

Consider a unit feedback closed loop control system. The system is to operate under Lag Control. The process

transfer function G(s) is as follows:

_ 1000(s+-6)
G(s) = (5+0.5)% (5+30) (s+40)

Open loop frequency response plots of G(s) are as shown. Design requirements are: Steady State Error for the
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unit step input for the compensated closed loop system is to be one fifth of the Steady State Error for the
uncompensated system. Percent Overshoot of the compensated closed loop system is to be no more than 15%.

PART 1: Calculate the Position Constant for the uncompensated system (Kpos(u)), then the Position Constant

for the compensated system (Kpos(c)) that would meet the design requirements.

PART 2: Read off the Phase Margin of the uncompensated system (@m(u)) and then decide what value of
the Phase Margin for the compensated system (q)m(c)) would meet the design requirements. Read off the
crossover frequency of the uncompensated system (wcp(u)) and then decide what value of the crossover

frequency for the compensated system (wcp(c)) would meet the design requirements.

PART 3: Calculate the appropriate Lag Controller parameters and clearly write the Lag Controller transfer
function Gc(s).

PART 4: Estimate the compensated closed loop step response specs: PO, €g4(step)% Tm’se(O—lOO%) and
Tsettle(:l:2%)'

Bode Diagram
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CHAPTER 14
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141 Why We Need Another Criterion of
Stability

There are several ways of looking at the system stability in:

s-domain

o Routh-Hurwitz Criterion
o Root Locus (still to come)
frequency domain

o Gain and Phase Margins

These approaches all have their limitations. The usefulness of s-domain based Routh-Hurwitz Criterion and the
Root Locus method is limited by the fact that the system description has to be known accurately (i.e. exact
system identification, no approximate models) in order to be able to establish the relative system stability. And,
when the system description is known but the system order is high, hand-calculations based on Routh Array
become very tedious. A computer-based approach is necessary, as in plotting the Root Locus using MATLAB,
and then determining the critical gain Kcrit and critical frequency of oscillations Wyg from the plot.

A simple alternative is to use open loop frequency response plots, which can be measured directly from the
system, or sketched using linear approximations. Definitions of Gain Margin Gm and Phase Margin (I)m do
not require that the system transfer function G(S) be known, and this is their major advantage. As well, the
procedure of determining of Gain Margin Gm and Phase Margin CI)m does not increase in difficulty as the
system order increases.

However, the limitation of determining the system stability through Gain Margin Gm and Phase Margin <I)m
is that it only applies to systems that are open-loop stable and minimum-phase. While the vast majority of
industrial control systems belong to this category, we need a more general stability criterion in frequency
domain that would cover such special cases.

Important Note: If the system is open-loop unstable, no measurements of frequency response are possible, of
course. However, the theoretical frequency response plot can be sketched, or computed, if the system transfer
function G(S) is known.

Note, that before Nyquist Criterion can be applied, we need to review a particular form of frequency response,
called Polar Plots.
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14.2 Polar Plots Revisited

Frequency response of a system is described by a complex frequency function, G(]OJ) Any complex function
can be represented in two different ways, using polar coordinates or rectangular coordinates. In general,
consider the function to be represented in polar coordinates:

G(jw) =| G(jw) | /G0

M(w) :| G(jw) |
P(w) = £G(jw)
G(]w) = ( ) ejq)(w) Equation 14-1

In short-hand notation:

G(.]w) - M(w)éq)(w) Equation 14-2

The two functions of frequency, magnitude function M(w), and phase function <I>(w) , can be computed and
plotted, resulting in a familiar frequency response plot, also referred to as a Bode plot. The phase function CID(w)
is usually plotted using degrees vs. radian/sec scale. The magnitude function M(w) is usually plotted using
standard dB vs. radian/sec scale. However, for some purposes, it may be more convenient to plot M(w) using
Volt/Volt vs. radian/sec scale.

The advantage of using the magnitude-phase representation of the frequency response is that both functions
can be measured experimentally. This allows an empiric identification of the system transfer function G(S)
based on the measured magnitude and phase plots.

The same frequency response function G(]w) can be represented in rectangular coordinates:

G(jw) = Re{G(jw)} + jIm{G(jw)}

Re(w) = Re{ (jw)}

Im(w) = Im{G(jw)}

G(jw) = Re(w) + jIm(w) Equation 14-3

The two functions of frequency,Re(w) and Im(w), can be computed and plotted, but they cannot be
measured experimentally. The relationship between Re(w) , Im(w) functions and M(w) ,(I>(w) functions,
based on complex numbers algebra, is as follows:
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G(jw) = M(w) - 9@ = Re(w)+ jIm(w)
M(w) =+/Re(w)? + Im(w)?

®(w) = tan~1( )

Equation 14-4

Inversely:

G(ng = Mgwg - eI®@) = Re(w) + jIm(w)
M(w) - cos(P(w))
Im(w) = M(w) - sin(®(w))

Equation 14-5

Note that in the above equations, the magnitude function is expressed in Volt/Volt units, not in decibels.
Functions Re(w),]m(w) can be plotted in rectangular coordinates (using Volt/Volt units on both Re, Im
axis) with frequency w being a parameter along the curve, resulting in the Polar Plot.

Polar Plots cannot be directly obtained from an experiment, and have to be computed based on magnitude-

phase plots. Their application is mainly in determining the system stability in frequency domain (Gain and
Phase Margin concepts and Nyquist Stability Criterion).

14.2 Polar Plots Revisited | 380



14.3 Solved Examples for Polar Plots

14.3.1 Example

Consider the following transfer function:

_ 200
G(s) = 311152138514

Consider its frequency response, G(jw) at a specific frequency of w = 1 rad/sec. Show its rectangular and
polar forms.

G(jw) = (jw)3+11(j<.20(;2+38(jw)+4

— 200 _ 200
T —j(w)3—11(w)2+38(jw)+4 T (4—11w?)+jw(38—w?)

LN 200 _ 200(=7—j37) _ .
GO = = = Torisge~ = —0.9873 — j5.2186

The polar form of this function is:
| G(j1) |= +/(—0.9873)2 + (—5.2186)2 = 5.3112
/G(j1) = —1.7578rad = —100.71°
G(jw) =| G(jw) | -eU#¢)
G(j1) = 5.3112 - ¢~ 71.7578
G(j1) = 5.3112 - ¢ 71778 = _(0.9873 — j5.2186

14.3.2 Example

Consider a simple first order system, with one real pole:

G(s) = 1051+1
G(jw) = 1Oj<,1u—|—1 = \/(1011)2—1—14 — tan™ 1 (10w)
M(jw) = ——

V/(10w)24+1
P (jw) = —tan"1(10w)

Now consider the rectangular representation of the same frequency response function G(]w)

N 1 - 1(1-10jw) _ 1 s 10w
Gjw) = 1110jw0) — (1+10j0)(1—-10jw) — 1410002 _ J 1310002
1
Re(w) = 170052
— 10w _
Im(w) = —37502

The standard frequency response plot (Bode Plot) with magnitude in decibels and phase in degrees is shown
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below. For the Polar Plot, crossovers with Imaginary and Real axis can be calculated analytically by setting first

the Real, then the Imaginary part to zero, and solving for frequency. In this example:

Re(w)=0 = w =00

Im(co) =0

= O

0 = w=0,w
Re(0)

Re(o0) =0

Im(o0)

1

Magnitude Plot
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Magnitude Plot

JoaA04 Ul UIRE

sealbiep ul eseyd

= 0

This indicates that the polar plot starts at (1, jO) location for w = () (DC condition), and ends at (0, jO) for w

. The sense of increasing frequency w should always be shown on the polar plot. The polar plot of the system

G(S) is shown.

To do plot polar plots in MATLAB, use subroutine nyquist — see below. The second plot (on the following

page) shows a so-called Nyquist contour, which will be discussed in detail later. The Nyquist contour consists

of the polar plot for positive frequencies,) < w < 400, and its mirror image for negative frequencies,

—o0 < w <0
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imaginary
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14.3.3 Example

Frequency plots of G(S) are

10
$34+4524+65+8°

A process transfer function is described as follows: G(s)

shown. Sketch a polar plot for G(S).

It is helpful to construct a table with the important coordinates:

Solution:

Magnitude

1.25
1.77

Phase

¢

Frequency

0°
¢ = —90°
¢ = —180°
¢ = —270°

w = Orad/s

w = 1.4rad/s

0.625

0

2.4 rad/s

w = 400 rad/s

w =

The resulting polar plot can be also plotted using MATLAB subroutine Nyquist.
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(w=2.4 rad/s)

.62

(w=1.4 rad/s)

14.3.4 Example

Consider a unity feedback control system under Proportional Control. The process transfer function is described
as follows:
_ 5
G(S) — s(s+1)(s+5)
Frequency plots of G(S) are shown. It is helpful to construct a table with the important coordinates read off
the plot. Note that this is Type | system, with an integrator, and therefore its polar plot will begin with an infinite
gain at the DC level.

Frequency Phase Magnitude in dB Magnitude in Volt/Volt
w = Orad/s ¢ = —90° 400 400

w = 224rad/s ¢ = —180° —15.56 a8 0.1667 volt/volt

w = +00rad/s ¢ = —270° —00 0
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The resulting polar plot is shown.

-0.1667

Re

=224
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14.4 Gain and Phase Margins vs. Polar
Plots

14.4.1 Example Gain Margin from Polar Plot

Let the crossover frequency be defined as Wegr the frequency at which the phase plot crosses over the — 180°
line. On the polar plot this corresponds to the plot crossing the negative part of Real axis. Remember the
definition of Gain Margin (G, :

Ko
Gm — %zt
Gm > 1 system stable

Gm < 1 system unstable Equation 14-6

G = i

| | Equation 14-7
On the polar plot, Gain Margin Gm can be found as an inverse of the coordinate A of the polar plot crossover

with the Real axis, as shown next. If the crossover is to the right of (-1, jO) point,| A |< 1 ,Gm > 1,and the
system is stable. If the crossover is to the left of (-1, jO) point,| A |> 1 ,Gm < 1, and the system is unstable.
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Folar Plot  Definition of gain margin

Imaginary Fart

LW U

o - -05 0 [
Real Part

1o

14.4.2 Example Phase Margin from Polar Plot

The crossover frequency defined as Wepr is the frequency at which the polar plot crosses over the unit circle (
() dB =1 Volt/Volt). Phase Margin ®,,, is defined as ®,,, = 180° + ZGH(wcp). Therefore, on the polar plot
Phase Margin (I)m can be found as the angle between the Real axis and the crossover of the polar plot with
the unit circle, as shown in Error! Reference source not found. If this angle is above the Real axis, the system is
unstable, if this angle is below the Real axis, the system is stable.
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Polar Plot  Definition of phase margin

15

-
o

L]

;maginaw Fart

=

1
7]
o
L by

LW U

o - -05 0 [
Real Part

1o

14.4.3 Solved Example

Consider a unit feedback closed loop system where the open loop transfer function G(S) is known to be

unstable and its transfer function G(S) is known as G(S) = % Such system can be stabilized by using

an appropriately large value of the controller gain. We need to establish the critical gain Kcm't .

Solution Part 1: Let’s tackle this problem in s-domain. The system closed loop characteristic equation is:

1+ KG(s) =0
s+2
1+ Ks(s—?) =0

2 —2s+ Ks+2K =0
2+ (K —-2)s+2K =0

For the 2"¥ order system the necessary and sufficient condition of stability is that all coefficients of the
characteristic polynomial are positive:

K—-2>0

14.4 Gain and Phase Margins vs. Polar Plots | 390



K >0
The critical value of the gain is Kcm‘t = 2 and the range of gains for stable system performance is:
2< K <o
The frequency of oscillations W, at the critical gain is equal to 2 rad/s:

2+ (K —-2)s+2K =0

Kerit = 2
s24+4=0
s ==+j52
Wose = 2

The upper limit of the gain range will be determined by practical issues such as saturation.

Solution Part 2: Now let's try to apply the Gain Margin and Phase Margin definitions to this system. The open
loop frequency response has to be simulated as the system is open-loop unstable and no measurements on
the open loop are possible. From the plot shown in Error! Reference source not found. we read:

Gp = +6dB =2

Weg = 2

Eode Plot of Open-Loop Unstable System
Gm=6.0dE (Weg=2 0) Pm=-36.7 deg. (Wcp=1.01

40

Fhase (deq);, Magnitude (dE)

LU s
of i ; |

oot i ' |

U b
10 10 10 10

Frequency (radisec)
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The positive Gain Margin Gm = 6dB = 2 Volt/Volt is measured at the crossover frequency Wep = 2 rad/s. This
would have to be interpreted as the system being stable for gains lower than 2, which as we know from the s-

domain analysis, is not correct. On the other hand, the Phase Margin (I)m is negative, indicating the system
is unstable for gains < 2. This is an example when the Gain and Phase Margin definitions cannot be applied
consistently to determine the system stability limits. A new, more general frequency domain based stability
criterion will now be defined.
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14.5 Concept of Mapping

Consider a map (function) F(S):

F(s) = (s+i;r(§+3)

The map (function) has 3 singularities: a zero at —5, and two poles, at —1 and —3.

Consider an arbitrary closed contour 0 in the s-plane, traversed clockwise (CW), so that it does not go through
any singularities of F(S) Let Z be a number of zeros of F(S) inside the 0-contour, and P be a number of
poles of F(S) inside the 0 -contour. Mapping the 0 -contour into the F(S) plane will result in a closed T"
-contour. Let /N be a number of clockwise (CW) encirclements of the resulting I'-contour around the origin of
the F(s)—plane.

14.5.1 Case 1

Let the 0 -contour be so chosen that Z=0and P =0, i.e. there are no singularities of F(S) inside the 0 - contour.
Note that the resulting I" -contour in the F(S)—plane does not encircle the origin of F(s)—plane, ie.N=0.

WY Contour in s-plane Mapped Contour in F(s)-plane
‘4 T T T 01 T
3l T _____ T _____ T ____________ 008 r--------- r ————————————————————
| : : 006 F--------- R EEREEEEEEE
e e E R et Bt :
| 004
1 """ [ 0.02
£ I TR SRS SRR -0.02
1 004
-2¢ ey rRRRR R !
! ! ! 006 F--------- R BEREEEEEE,
- T e T B o) | S I
4 ! ! ! 01 :
B -6 -4 o 0 ; e 1 0 01

14.5.2 Case 2

Next, let the 0 -contour be so chosenthat / = 1 and P = (), i.e.there is one zero of F(S) inside the 0 -contour.
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Note that the resulting 0-contour in the F(S)-plane encircles the origin of F(S)-plane once in a clockwise
(CW) direction, i.e. N =+1.

VY Contour in s-plane Mapped Contour in F(s)-plane
05

____________ o

e

*

R

-0.5

| T R R T R e B B

14.5.3 Case 3

Next, let the 0-contour be so chosen that /Z =0and P = 1, i.e. there is one pole of F(S) inside the O
-contour. Note that the resulting I" -contour in the F(S)—plane encircles the origin of F(S)—plane once in a
counter-clockwise (CCW) direction, i.e. N =—-1.

14.5 Concept of Mapping | 394



T I R
Y Y (PRI |

Mapped Contour in F(s)-plane
Mapped Contour in F(s)-plane

08 }-----
08f-----
1

the 0 -contour. Note that the resulting I'-contour in the F(s)—plane does not encircle the origin of F(S)

Next, let the 0 -contour be so chosen that / = 1 and P = 1, i.e. there is one zero and one pole ofF(S) inside
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14.5.5 Case 5

Next, let the 0-contour be so chosen that /Z =0and P = 2, i.e. there are two poles of F(S) inside the 0
-contour. Note that the resulting I"-contour in the F(S)—plane encircles the origin of F(S)-plane twice in a
counter-clockwise (CCW) direction, i.e. N = —

VY Contour in s-plane Mapped Contour in F(s)-plane
1

1
1
1
1
_____ T-----
1
1
1
1

7
ko

E 3
*

R

C%0 I Uy SR U U | | [ S

14.5.6 Case 6

Next, let the 0 -contour be so chosen that / = 1 and P = 2 ie.thereis1 zeroand 2 poles of F(S) inside the
0 -contour. The area of the origin may not be very visible, so see a zoomed version in Error! Reference source
not found. Note that the resulting I'-contour in the F(S)—plane encircles the origin of F(S)—plane oncein a
counter-clockwise (CCW) direction, i.e. N = —1.
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14.6 Cauchy's Mapping Theorem

Let's summarize the above cases. Consider an arbitrary closed contour 0 in the s-plane, traversed clockwise
(CW), so that it does not go through any singularities of F(S) Let Z be a number of zeros of F(S) inside the
0 -contour, and PP be a number of poles of F(S) inside the 0 -contour. Mapping the 0 -contour into the F(S)
plane will result in a closed I '-contour. Let N be a number of clockwise (CW) encirclements of the resulting I

-contour around the origin of the F(S)-plane. The total number of encirclements of the origin of F(S)-plane

through the above mapping is equal to:

N=7

- P

Equation 14-8

14.6.1 How Does Cauchy’ Mapping Theorem Apply to a Control System Stability?

Consider a closed loop system:

R

—»{ — G(s)

(s) +

The characteristic equation is:

Y(s)

H(s)

1+ G(s)H(s) =0

G(s)H(s) = prents)

Dopen(s)

1 + gozven(s) =0

open (3) -

Dopen (5)+Nopen (5) — 0
Dopen(s)

Fiam=—

Nchar(s) - Dopen(s) + NOpen(S)

Dchar(s) — Dopen(s)

Define a map (function) F(S) such that it is described by a characteristic equation of the closed loop:

F(s) =

Ncha?" (S)

Dchar(s)

Equation 14-9

Note that roots of the numerator of the map F(S) are equivalent to closed loop poles and that the roots of the
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denominator of the map F(S) are equivalent to open loop poles. Now consider taking a 0 -contour such that it
encompasses all of the RHP, as shown:

‘Im

o -contouy

vy - direction

Typically, the open loop poles locations are known, i.e. P is a known number of unstable open loop poles — we
can count how many open loop poles are within this contour. The closed loop poles locations are unknown, i.e.
Z is what we want to find out. However, from Cauchy's Theorem:

Z=N+P

The question then is, how to find N? If we can perform the mapping into F(S)—plane, N can be simply counted.
While the mapping into F(S) (closed loop characteristic equation) is not simple, mapping into G(S)H(s) is
very simple — we will use a polar plot to do that. Note that:

F(s) = 14 Jeeenls) — 1 4 G(s)H{(s)

open(s)

in F(s) plane

o7 -contout ‘lm [ contour ‘lm
Wy - direction W - direction
M
Re
I--H-'-3 - -
i}
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Map F(S) can then be obtained from the map G(S)H(S) by a linear translation by —1. Map G(S)H(S)
is easily obtained through frequency response. So, rather than watching the number N of CW encirclements
of the origin of F(S) plane, we will be watching the number N of CW encirclements of the (-1,j0) point in the

G(S)H(S)-plane.

Remember that Z represents the total number of zeros of the F(S) map inside the chosen G -contour in the
s-plane, i.e. in the RHP (unstable region). Since the map F(S) was defined for the closed loop characteristic
equation, its zeros represent closed loop poles of the control system. Z then represents the total number of
unstable closed loop poles of the system.

Since Z = N + P, for the system to be stable, Z must be equal to zero,ie. N +P =0,0or N =-P.

in G(s)H(s) plane

o7 -Contour ‘lm [ _contour -
WY - direction W - direction
M
Fe Fe
= ==

We can then define the following stability criterion:

Take a closed 0 -contour in the s-plane in a CW direction so that it encompasses all of RHP. Obtain the Nyquist
contour in the G(S)H(S) plane through mapping (utilize frequency response — polar plots — to do so).

For stability, the Nyquist contour for the closed loop control system with P unstable open loop poles must
encircle the (-1,j0) point in G(S)H(S)-plane P times in CCW direction.

Typically, we are not interested in the absolute system stability (i.e. is the system stable or not?), but in the
relative system stability (i.e. what is the range of gains /X for which this system is stable?):
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14."7 Solved Examples of Nyquist Stability
Criterion

14.7.1 Example

A unity feedback control system is to work under Proportional Control. The process transfer function is

described as follows:

_ 1
G(s) = s

Apply the Nyquist criterion to determine the system closed loop stability. Step 1: determine number of unstable

open loop poles:

Q(s)=s>+2s*+35+4=0

53 1 3
5 2 4
gl 1 0
50 4 O

There are no unstable poles, P=0.

Step 2: choose appropriate contour in the s-plane. The 0-contour can be divided into several segments:
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-coftour
“ ‘.Im

CWW - direction z seqment 2

+90” ’/

segment 1 4

—i
5= je

segment 3

—
F=—jm

Segment 1 corresponds to the positive Imaginary axis, i.e.§ = jw . It maps into G(S)H(S)—plane as a polar
plot G(]w)H(]w) The polar plot G(]M)H(]UJ) can be obtained analytically (tedious), plotted based on
Bode plot information (magnitude and phase - just remember that magnitude has to be expressed in Volt/Volt
unit, not in dB), or computed using MATLAB.

Segment 3 corresponds to the negative Imaginary axis, i.e. § = —jw and its map,G(—jw)H(—jw) ,is a
mirror image of the polar plot G(]M)H(]UJ) .Segment 2 corresponds to:
Lg —_= € - 6‘79
€ = 00

Where 0 changes from —|—90° to —90° Segment 2 typically maps into the origin of the G(S)H(S) map -
(0,j0) point, since most systems have more poles than zeros:

Step 3: Map the s-plane contour into the G(S)H(S) plane.

Segment 1 maps into a polar plot, as obtained in the previous example. Segment 2 maps into the origin, and
Segment 3 maps into a mirror image of the polar plot, as shown.
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segment 3
—-.-
F=—jem

segment 2

’/ oS

-_______-ﬂ"’;‘f
segment 1 /

5= ji

The size of the contour will vary depending on the gain K. In Error! Reference source not found., contours are
shown for three different valuesof K, K = 1, K = 2,and K = 5.

-1.]
fixed po

It is easier however to retain the same contour G(S)H(s) and scale the Real and Imaginary axis in the

G(S)H(S)—plane.
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Feal Axis

Step 4

Apply the Nyquist Criterion. When the plot is scaled for Proportional Gain I, four different areas can be

analyzed:

—oo<—%<—0.5 0< K <42 Z=N+P=0+0=0 stable
—0.5 < —% <0 +2 < K < 400 Z=N+P=2+0=2 unstable
0< —% < +40.25 —co< K< —4 Z=N+P=1+0=1 unstable
0.25<—%<+oo —-4<K<O0 Z=N+P=0+0=0 stable

Based on the Nyquist Stability Criterion, two ranges of /X values for stable system operation have been found

»

2—-K>0 K<?2 4 < K <2
K+4>0 K>—-4

(only one practical, for K > 0):

14.7.2 Example

Consider the same system as before, where a unity feedback control system is to work under Proportional
Control, with the process transfer function described as follows:
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_ 10
G(s) = wiztests

Apply the Nyquist criterion to determine the system closed loop stability.
Solution

Step 1: determine number of unstable open loop poles, P:

Q(s) =5 +4s>+65+8=0

53 1 B
gl 4 B
gl 4 0
o B 0

Step 2: choose appropriate contour in the s-plane..

-coftour
“ ‘.Im

CWW - direction z seqment 2

+90” ’/

segment 1 4

—i
5= je

segment 3

—
F=—jm

Step 3: Map the contour into the G(S)H(S) plane. Use the information provided in the open loop frequency
plots. Segment 1 maps into the system polar plot, as obtained in the Example 14.3.3. Segment 2 maps into the
origin, and Segment 3 maps into a mirror image of the polar plot.
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Step 4 Apply the Nyquist Criterion. When the plot is scaled for Proportional Gain /X, four different areas can be

analyzed:
—00 < —% < —0.625 0<K<+1.6 Z=N+P=0+0=0 stable
—0.625 < =% <0 416 < K <400 z=N+P=240=2 unstable
0< —% < +1.25 —o0 < K <—0.8 z=N+P=1+0=1 unstable
+125 < —% <400 —08< K <0 Z=N+P=0+0=0 stable

Based on the Nyquist Stability Criterion, the system is stable for:

—08<K<0and 0< K <1.6 —-08< K<1.6
14.7.3 Example

Consider the system from Example 14.3.4, of a unity feedback control system under Proportional Control, with
the process transfer function described as follows:

G(S) - s(s—l—l?(s—i—B)
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Apply Nyquist stability criterion to this system.
Solution:

The polar plot of this system was established in Example 14.3.4. Note that because it is a Type | system, its open
loop pole sits at the origin of the s-plane. Choose the 0-contour encircling the whole of the unstable region,
RHP, avoiding going through the origin of the s-plane — one of the system singularities (integrator) is there. We
can encircle the origin with a radius of zero on either left or right side. The contour below encircles the origin
on the right, as shown. There are no unstable open loop poles of G(S) in this contour, P = 0. Note that if we
chose to encircle the origin of the s-plane to the left, we would end up with 1 unstable open loop pole inside the
contour. There are four segments of the G -contour to be mapped.

-cotitouy
« ‘.Im

CWW - direction segment 2

+907
segment 1 4
: iy
5= ja s
5= E.gﬂ" He
£=0 g} -

segment 3 f
—-.-
=—jo a segment 4

—9p?

Segment 1 corresponds to the positive Imaginary axis, i.e. § = jw . It maps into G(S)H(S)—plane as a polar

plot G(jw) .

Segment 3 corresponds to the negative Imaginary axis, i.e. § = —jw and its map, G(—jw)H(—jw), is a
mirror image of the polar plot G(]M)H(]UJ) Segment 2 corresponds to:
S=c-e?
€ = 00

Where 0 changes from +90° to —90° . Segment 2 maps into the origin of the G(S)H(S) map - (0,jO) point,
since the system has three poles.

Segment 4 corresponds to the minuscule encirclement to the right of the origin: S=c¢€- 6‘79 ,€ = (), where 0
changes from —90° o +90° . since magnitude of S approaches zero, the shape of the resulting G(S) contour
will have an infinite radius. We need to figure out which way it circles in the G(S) plane:

i Gs) = iy ey = 1t s = 103 s
| lim 1 |= 00
s—0
prmnt l = — = —
Z(lim G(s)) = £(5) = =£(s) = =0
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/(s) =0 Z(lim G(s)) = £(2)

s—0
6 = —90° Z(1) =490°
0 =0° Z(1)=0°
f = +90° /(1) = —90°

This table tells us that as we follow the Segment 4 of the 0 -contour, it maps into a G(S)—plane contour, which
is a clock-wise (CW) half-circle with an infinite radius. The complete Nyquist contour for this system is shown

next.

mapping of
segment 3

S

mapping of segment 4

mapping of
segment 2

mapping of
segment 1
(polar plat)

There are three areas for analysis of the relative position of the Nyquist contour and the (-1/K,jO) point:

—00 < —7 < —0.1667 0< K <+6 2z=N+p=0+0=0 stable
—0.1667 < —% <0 6 < K < +00 Z=N+P=2+0=2 unstable
+0<—% < 400 —00< K <0 z=N+P=1+0=1 unstable

Based on the Nyquist Stability Criterion, the system is stable for ) < K < +6

14.7.4 Example

Consider the system with the unit feedback closed loop system under Proportional Gain as before, where the
open loop transfer function G(S) is known to be unstable and its transfer function G(S) is known as
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Apply the Nyquist Criterion of Stability to this system.
Solution

Choose the 0 -contour encircling the whole of the unstable region, RHP, avoiding going through the origin of
the s-plane — one of the system singularities (integrator) is there. We can encircle the origin with a radius of zero
on either the left or right side. The contour below encircles the origin on the right.

Eode Plot of Open-Loop Unstable System
Gm=6.0dB (Wcg=2 0} Pm=-236.7 deqg. {Wcp=1.0)

40

Fhase (deq); Magnitude (dE)

e e
200} ' -
400

10 10 10 10

Frequency (radisec)

There is one unstable open loop pole of G(S) in this contour (pole at +2,j0), i.e. P = 1. Note that if we chose to
use the contour encircling the origin to the left, two unstable open loop poles would be included inside the
O -contour. There are four segments of the 0 -contour to be mapped. Segment 1 corresponds to the positive
Imaginary axis, i.e. § = jw. It maps into G(S)H(S)—plane as a polar plot G(jw) The polar plot G(]w) can
be obtained analytically (tedious), plotted based on Bode plot information (magnitude and phase — just

remember that magnitude has to be expressed in Volt/Volt unit, not in dB), or computed using
MATLAB. Let's try the analytical approach for a change.
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o -contour ‘lm
Wy - direction

segment 1
__-.-
5= ja

S:g.gjﬂ Fe
=0 @ o

segment 3 i

—-.-
5=—jm a segment 4

—a9p*

In frequency domain G(S) can be expressed as

. jw—+2
G(iw) = GGz

)= G (2mgw)  _ (e2)(=2je) o
GUW) = Tl 2-gw) ~ wie-22jwy ) =

4 s W
= Tore? I 5w

Re{G(jw)} =~
Im{(jw)} = — oty

Based on the above equations, the polar plot starts at (—1, —|—joo) for frequency w = (), crosses over the Real
axis at W = 2 rad/s at the coordinate (-0.5,j0), and ends in the origin (0,j0) at W = —+00. We can arrive at the
same conclusion simply checking the open loop frequency plots, shown again below.

To sketch the polar plot using Bode plot information, write appropriate values of important frequencies and
corresponding magnitudes and phases in a table like the one below:

frequency Magnitude in dB Magnitude V/V' Phase in degrees

w=0>0 +00 +00 —270°
W= 2rad/s —64dB 0.5 volt/volt —180°
w=-4+00 —00 0 —-90°
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Bk Plot of Opan-Loop Linstabie System

FPhass (deg), Magnitude (dB)

Frequency [radi'sac)

The polar plot corresponding to Segment 1 of the s-plane contour can then be sketched. Segment 2
corresponds to

S =c-el?
€ = 00

where 0 changes from +90° to —90°. Segment 2 maps into the origin of the G(S)H(S) map - (0,jO) point,
since the system has two poles and only one zero. Segment 3 corresponds to the negative Imaginary axis, i.e.

§ = —jw and its map, G(—jw)H(—jw), is a mirror image of the polar plot G(]W)H(]UJ) Segment 4
corresponds to the minuscule encirclement to the right of the origin:

s=¢-el?
e=0

where (9; changes from —90° 0 —|—9OO. Since magnitude of s approaches zero, the shape of the resulting G(S)
contour will have an infinite radius.

=07 kim

We need to figure out which way it circles in the G(S) plane:
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. ERT s+2 7 2 — T 1
) = I = e T T
| lim 1 |= 00
s—0
Z(lim G(s)) = Z(1) +180° = —£(s) + 180° = —6 + 180°
s—

L(s) =0 (lim G(s)) = £(3) + 180°
0 =—90° Z(1) =490° + 180° = +270°
0=0° Z(1)=0°+180° = +180°
0 = 4+90° Z(1) =-90° + 180° = +90°
This table tells us that as we follow the Segment 4 of the 0 -contour, it maps into a G(§)-plane contour, which

is a counter-clock-wise (CCW) half-circle with an infinite radius. The complete Nyquist contour for this system

is shown next. There are three areas for analysis of the relative position of the Nyquist contour and the (-1/K,jO)
point:

—oo<—%<—0.5 0< K <2 Z=N+P=1+1=2 unstable
—-0.5< —% <0 2< K <+ Z=N+P=-1+1=0 stable
—|—O<—%<—|—oo -0 < K <0 Z=N+P=0+1=1 unstable

Based on the Nyquist criterion, the system is stable for 2 < K < +00.

‘Im

mapping of
segment 4

_B— mapping of segment 1
/,/ (polar plot)

Rﬁ-_
C

mapping of
segment 2

mapping of
segment 3
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This is where you can add appendices or other back matter.

Appendix | 414



	Introduction to Control Systems
	Introduction to Control Systems
	Contents
	Introduction
	Acknowledgements
	Foreword
	Preface
	Chapter 1
	1.1 Definitions: System and Control
	1.2 Types of Control Actions
	1.3 Control Objectives
	1.4 Laplace Transforms
	1.5 Transfer Function Representations of Simple Physical Systems
	1.6 Basic Block Diagrams

	Chapter 2
	2.1 General Definition of Stability
	2.2 Locations in s-Plane vs. Time Response
	2.3 Stability in s-Domain: The Routh-Hurwitz Criterion of Stability
	2.4 Determining Stable Range for Proportional Controller Operations
	2.5 Relative Stability - Gain Margin
	2.6 Examples

	Chapter 3
	3.1 Basic Block Diagrams Continued
	3.2 Signal Flow Graphs
	3.3 Examples

	Chapter 4
	4.1 Introduction
	4.2 Standard Time Inputs
	4.3 Step response specifications - Definitions
	4.4 Examples

	Chapter 5
	5.1 Equivalent Unit Feedback Loop
	5.2 Steady State Error Analysis in an Equivalent Unit Feedback Loop
	5.3 Examples

	Chapter 6
	6.1 First order systems
	6.2 Second Order Overdamped Systems

	Chapter 7
	7.1 Second Order Underdamped Systems
	7.2 Response Specifications for the Second Order Underdamped System
	7.3 Examples

	Chapter 8
	8.1 Systems with Delay
	8.2 Minimum Realizations and Reduced Order Models - Part 1
	8.3 Dominant System Dynamics and Reduced Order Models - Part 2
	8.4 The Effect of an Additional Pole on the 2nd Order System Response
	8.5 The Effect of an additional Zero on the 2nd Order System Response
	8.6 The Effect of a Non-Minimum Phase Zero on the 2nd Order System Response
	8.7 Examples

	Chapter 9
	9.1 Introduction
	9.2 Proportional Control
	9.3 Proportional + Derivative Control
	9.4 Proportional + Integral Control
	9.5 PID Controller and Its Tuning
	9.6 Effect of PID Controller Modes on System Stability
	9.7 Examples

	Chapter 10
	10.1 Introduction
	10.2 Evans' Root Locus Construction Rules - Introduction
	10.3 Evans Root Locus Construction Rule # 1: Beginning, End and Symmetry
	10.4 Evans Root Locus Construction Rule # 2: Segments of Root Locus on Real Axis
	10.5 Evans Root Locus Construction Rule # 3: Asymptotic Angles and Centroid
	10.6 Evans Root Locus Construction Rule # 4:Break-Away and Break-In Points
	10.7 Evans Root Locus Construction Rule # 5: Crossover with Imaginary Axis
	10.8 Evans Root Locus Construction Rule #6: Angles of Departures/Arrivals at Complex Poles/Zeros
	10.9 Examples

	Chapter 11
	11.1 Gain Margin from Bode Plot
	11.2 Definition of Phase Margin
	11.3 Examples

	Chapter 12
	12.1 Model from Closed Loop Frequency Response
	12.2 Model from Open Loop Frequency Response
	12.3 Summary
	12.4 Examples

	Chapter 13
	13.1 Basic Rules - Summary
	13.2 Lead Controller
	13.3 Lead Controller Design – Solved Examples
	13.4 Lag Controller
	13.5 Lag Controller Design – Solved Example 1
	13.6 Lead - Lag Controller
	13.7 Examples

	Chapter 14
	14.1 Why We Need Another Criterion of Stability
	14.2 Polar Plots Revisited
	14.3 Solved Examples for Polar Plots
	14.4 Gain and Phase Margins vs. Polar Plots
	14.5 Concept of Mapping
	14.6 Cauchy's Mapping Theorem
	14.7 Solved Examples of Nyquist Stability Criterion

	Appendix

